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ABSTRACT

Energy consumption prediction application is one of the most important fields 
that is artificially controlled with Artificial Intelligence technologies to maintain 
accuracy for electricity market costs reduction. This work presents a way to build 
and apply a model to each costumer in residential buildings. This model is built by 
using Long Short Term Memory (LSTM) networks to address a demonstration of 
time-series prediction problem and Deep Learning to take into consideration the 
historical consumption of customers and hourly load profiles in order to predict 
future consumption. Using this model, the most probable sequence of a certain 
industrial customer’s consumption levels for a coming day is predicted. In the case 
of residential customers, determining the particular period of the prediction in terms 
of either a year or a month would be helpful and more accurate due to changes in 
consumption according to the changes in temperature and weather conditions in 
general. Both of them are used together in this research work to make a wide or 
narrow prediction window. 

A test data set for a set of customers is used. Consumption readings for any 
customer in the test data set applying LSTM model are varying between minimum 
and maximum values of active power consumption. These values are always 
alternating during the day according to customer consumption behavior. This 
consumption variation leads to leveling all readings to be determined in a finite set 
and deterministic values. These levels could be then used in building the prediction 
model. Levels of consumption’s are modeling states in the transition matrix. Twenty-
five readings are recorded per day on each hour and cover leap years extra ones. 
Emission matrix is built using twenty five values numbered from one to twenty 
five and represent the observations. Calculating probabilities of being in each level 
(node) is also covered. Logistic Regression Algorithm is used to determine the most 
probable nodes for the next 25 hours in case of residential or industrial customers.

Index Terms—Smart Grids, Load Forecasting, Consumption Prediction, Long Short Term 
Memory (LSTM), Logistic Regression Algorithm, Load Profile, Electrical Consumption.
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I. INTRODUCTION

SMART grids, which are robust and efficient power grids, are going to become the 
grids of the future. Smart grids, basically, consist of a two-way flow of electricity 
and information as the U.S. Department of Energy (DOE) suggests. This is used to 
monitor customer electrical consumption behavior on the grid [1]. At the same time, 
Advanced Metering Infrastructure (AMI) is collecting real time data during the day 
as consumption information is considered as an important and essential data logger 
resource. Millions of smart meters are assembled worldwide in Smart Grids. Electrical 
industry is deregulated globally due to the increase in demand consumption [2]. 

Detailed daily customer consumption individual data is obtained by AMI in order to 
achieve a better figure about customer behaviors. It is worthwhile to note here that 
customers’ consumption behavior patterns are completely different even if they 
are from the same category (residential, commercial, industrial, etc.) [3]. Work in 
this paper depends on data provided by a Spain company coordinated with Oviedo 
university in Spain. This data set is for the hourly consumption profile (Active and 
reactive power) of more than 3,000,000 clients in a period of three years as shown 
in figure 1.

In this work, extracting customer consumption patterns from his load profiling 
is done by using a Hidden Markov Model to predict future consumption for that 
customer. 

Fig. 1. Electrical company data structure model
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However, customer consumption prediction is useful for determining the future 
electrical needs for city, governorate and country now and in the coming years [1]. 
This information about what is predicted for the future is translated directly into 
profits and gradually affect companies marketing strategies [4]. Such systems are 
improving the overall efficiency of the electricity network and a better consumption 
behavior is achieved. This informative system leads to a good understanding 
for organizations to accurately target customer behavior modifications and act 
accordingly [2], [4]. Different customer behaviors are useful for electrical companies 
to offer some incentives to change household electrical behavior to a much proper 
way [2]. Electrical Demand Market now is ready for expectations released from 
customer consumption prediction to lead a successful energy utilization [5]. In 
this paper, Hidden Markov Model (HMM) is used to model customer historical 
data for the average of 300 days consequently recorded. Then Logistic Regression 
Algorithm is applied to determine the most probable consumption levels sequence 
during the day. The same process is applied to customers-base of different users to 
apply the idea and verify that it is a valid prediction model.

A.	 System Block Diagram

Household consumer Demand Response (DR) term concerns with three types of 
processes applied to customer’s energy consumption. These types are categorize, 
predict and modify customer’s energy consumption. It is an important tool for 
improving a utility’s economic and energy efficiency, reducing emissions, and 
integrating renewable devices [2].

Paper [2] presents a shape-based approach and is mainly based on Dynamic 
Time Warping DTW. Hidden patterns of regular consumer behavior are observed 
and reflected by an optimal alignment between energy consumption patterns 
using DTW. Under DTW distance, two valuable benefits were achieved. Firstly, 
50% reduction in the number of representative groups of electrical household 
consumers. Secondly, measured prediction accuracy is improved. Extendedly, de- 
termining which device is used in any particular hour from consumption curve 
analysis. Used devices and their fundamental structures are the main base to make 
classification for household customers’ consumptions. DTW method is comparing 
and classifying household load curves. DTW, K- means and Gaussian based E&M 
algorithms are mentioned in this paper as different clustering algorithms. Three 
topics are discussed in [2]. First, clustering with DTW. 

Fig. 2. Modified generalized block diagram [1]
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Second, applying Markov Model based method to predict one day ahead under a 
shape-based measure. Finally, a new method is introduced to estimate used devices 
in household consumptions. Most forecasting techniques model a relationship 
between aggregated load demand and driver variables such as calendar effect, 
weather effect and lagged load demand (e.g. demand at previous hours or at the 
same hours of previous days). [3] Presents the definition of the clustering as “the 
data mining technique where similar data are placed into related or homogeneous 
groups without advanced knowledge of the groups’ definitions”.

Unlabeled data set of objects are distributed among groups according to the 
maximum similarity that has to be in the same group. Exploratory data analysis 
process is using clustering to form data into similar groups for summary generation 
as a preprocessing step. Time-series data analysis is used to do many tasks in 
many fields for different purposes like: subsequence matching, anomaly detection, 
motif discovery, indexing, clustering, classification, visualization, segmentation, 
identifying patterns, trend analysis, summarization, and forecasting. Time-series 
clustering is a special type of clustering which is working on continuous, real-
valued items and is dynamic because values and observations are changed as a 
function of time and are considered as temporal data which is huge in size and 
highly dimensioned in structure. Time-series clustering is a challenging problem 
because of:
•	 data normally is larger than memory size and is stored in disks which leads to 

decrease in the speed of the clustering process.
•	 data are often high dimensional which makes handling these data difficult for 

many clustering algorithms.
•	 the similarity measures that are used to make the clusters depend on “whole 

sequence matching” where whole lengths of time-series are considered 
during distance calculation which is complicated, because time-series data 
are naturally noisy and include outliers and shifts which makes similarity 
measure select is a challenge in itself.

[4] used a big data approach to make load forecasting. The multiple linear regression 
model is introduced to find the optimal number of lagged hourly temperature and 
moving average temperature needed in a regression model that gives the best mean 
DTWE across 150 households in validation set. [5] presents Semi-parametric 
additive model to make day ahead (short term) and year ahead (middle term) load 
forecasting from data collected every ten minutes by ERDF at 2260 substations 
located at the frontier between the high voltage grid and the distribution network in 
France. In [6], Support Vector Machine (SVM) algorithm is used on load forecasting.

B.	M odeling and Methodology

Time-series modeling scheme is better than Temperature that should not be 
considered in during the period in which the temperature does not vary much. In 
[7], Artificial Neural Network (ANN) hourly short-term electric load forecasting 
system is used as shown in I-A. It is known as ANNSTLF (Artificial Neural 
Network Short Term Load Forecaster) and is the most widely used ANN-based 
load forecaster in the USA and, possibly, the world. ANNSTLF can model the effect 
of two major weather variables on the load, temperature, and relative humidity. 
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The ANNSTLF package also includes an ANN hourly temperature forecaster and 
an hourly relative humidity forecaster. In [1], Time series electrical consumption 
forecasting models have strong contribution in optimization and planning fields 
in both buildings and compounds. Machine learning and statistical algorithms are 
used to predict and forecast future consumption based on historical readings and it 
is proven to be accurate and fast way than other methods. Historical data of energy 
consumption is analyzed often with various variables like weather, temperature, 
humidity, consumption season and other environmental conditions. 

Combined methods of machine learning are much effective than using just one 
method. Reducing costs and carbon emissions in efficient buildings are commonly 
discussed topics related to energy, economic and environmental aspects. Energy 
consumption is affected by many factors like weather conditions, occupancy 
schedule, thermal properties of building materials, complex interactions of the 
energy systems like HVAC and lighting, etc. Complex relations between these 
factors are very difficult to simulate or using in simulation programs. Depending 
on data derived from consumption directly is a good scenario to study these effects 
of multi-dimensional problem. Algorithms used for that are depending on history 
readings and past patterns of electrical consumption. Time series algorithms are 
used as machine learning data-driven algorithms which depend on past customer 
electrical consumption. Electrical consumption forecasting is very important 
because it gives very clear boundaries for future consumption of a day, week, month 
and year and how this will affect economically.

Fig. 3. Traditional shallow layer perceptron Artificial Neural Network Model with 8 neurons 
in hidden layer
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In [8], time series forecasting model learned for customer behavior to give building 
managers a full view of usage patterns in spot and by comparing these consummations 
by recorded ones in the same conditions, a good view appears. Time series and 
non time series forecasting models could be used to predict occupancy and other 
operational factors. Forecasting and energy optimization are highly dependant. 
They are fully integrated because of the always need for information to calculate the 
best consummation configuration and future vision from electrical consumption 
predictors. Machine learning algorithms are used here widely to answer questions 
about optimal consumption behavior which takes in consideration patterns of 
consumption and predictions for future consumption too.

Fig. 4. Deep perceptron Artificial Neural Networks with two hidden layers with 14 
neurons in first hidden layer and 8 neurons in second hidden layer
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Fig. 5.    Customer consumption prediction categories and methods with selected 
algorithms
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In [9], There are many factors that highly affect electrical consumption like 
temperature, building construction and thermal properties of material which are 
used in building construction. Due to these complicated factors, prediction of 
household electrical consumption is very difficult.

As I-A shows, there are mainly three modeling categories or methods which are used 
to make customer prediction vision for building consumption. These categories are:

•	 Engineering methods: use physical rules such that thermal dynamics and 
energy behavior of the electrical consumption in buildings with environmental 
effects information,
 
such as:
– External climate conditions like:
   * Temperature
   *Humidity
   * Solar radiation
   * Wind speed
–	 Building construction
–	 Operation
–	 Utility rate schedule
–	 Heating, Ventilation and Air-Conditioning (HVAC) equipment.

•	 Statistical methods like:
– In [10], statistical regression algorithms such as: 
*Multible layer Regression (MLR) is used and by predicting a day ahead, load 
forecasting is obtained in this model [11] [12]. Regression coefficients were found 
out with the help of method of least square estimation [13] [14]. Load in electrical 
power system is dependent on temperature, due point and seasons   and also load 
has correlation to the previous load consumption (Historical data) [1] [15]. Then, 
the input variables are temperature, due point, load of prior day, hours, and load of 
prior week [16] [17]. To validate the model or check the accuracy of the model mean 
absolute percentage error is used. Using day ahead forecasted data weekly forecast 
is also obtained [11] [18]. Load forecasting mean forecasting average load in KW or 
total load in KWh for periods or blocks of 15 minutes, 30 minutes, 1 hour, day, week, 
month or a year for daily forecast, weekly forecast, monthly forecast or yearly [19] 
[20]. There are many factors which influence the accuracy of load forecasting like 
weather variables, holidays, festivals or events, tariff structures, available historical 
data, time of the year, day of the week and hour of the day. Weather variable 
includes temperature, humidity, rain and wind. Temperature and humidity has a 
considerable effect on power consumption because as the temperature rises people 
turn on air conditioners and if temperature is low air heaters will be turned on, 
which increases electricity demand. If there is a celebration, the electricity demand 
will rise due to lightnings [21] [10].

*Auto regressive, Integrated and Moving Average (ARIMA) is one of the most 
popular including time series analyses. ARIMA method and regression analysis, is 
one of traditional methods that based on mathematical calculations, but ARIMA is 
one of the most recent approaches including Kalman filtering, BoxeJenkins models, 
and state space models [1] [22] [20]. 
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Hybrid model called SVRARIMA that sums up the Support Vector Regression (SVR) 
and ARIMA models are used to have better forecasting performance than individual 
model [23] [24] [25]. All of these methods can achieve electric load forecasting 
but cannot receive the desired prediction accuracy because of their limitations. For 
example, linear regression depends on historical data and cannot solve non-linear 
problems. Autoregressive moving average models give the result taking only into 
account the past and current data points while ignoring other influential elements. 
The grey forecasting model can only effectively solve the problem with exponential 
growth trends [26] [27]. Literature shows that time series analysis techniques are 
neither scalable to higher dimension nor are effective in highly volatile data [28] 
[29] [11]. For this reason time series methods such as regression models, ARIMA 
models, GARCH and hybrid models such as combination of ARIMA and GARCH 
using wavelet transform are not considered for short term forecasting [30] [31]. 

ARIMA processes are well suited to express the stochastic nature of the load 
time series [1] [14]. Modeling of multiple seasonal cycles as well as introducing 
exogenous variables is not a problem in ARIMA [6] [32]. The disadvantage of 
ARIMA models is that they are able to represent only linear relationships between 
variables [33] [34]. The difficulty in using ARIMA is the problem of order selection 
which is considered to be subjective [35] [36]. To simplify the forecasting problem, 
the time series is often decomposed into a trend, seasonal components and an 
irregular component [37] [38]. These components, showing less complexity than 
the original series, are modeled independently [3] [39]. The ARIMA parameters 
were estimated for each forecasting task (i.e. the forecast of system load at time t of 
the day d) using time series fragments immediately preceding the forecasted day 
[40] [41]. Typical days in these fragments were replaced with the days from the 
previous weeks [42] [43]. 

Due to using short time series fragments for parameter estimation (much shorter 
than the annual period) and due to time series decomposition into n series [1] 
[44], it is not required to take into account the annual and daily seasonalities in the 
models [10] [45] [16]. In such case, the number of parameters is much smaller and 
they are easier to be estimated compared to models with triple seasonality [46] [47]. 
This eliminates the daily seasonality and simplifies the forecasting problem [48] 
[49].To estimate parameters of ARIMA the stepwise procedures for traversing the 
model spaces implemented in the forecast environment for statistical computing
[50] [15].The conventional forecasting model like ARIMA works significantly worse 
than the best Neural Networks models [51] [52], ARIMA and ES are optimized on 
the time series fragments directly preceding the forecasted fragment [53] [13]. The 
classical statistical model like ARIMA is the simplest among tested methods. It has 
only one parameter to estimate. Such a model is easy to optimize and has good 
generalization properties. Its learning and optimization procedures are extremely 
fast [54] [12] [55].

*Conditional Demand Analysis (CDA) is a method to model the residential end-
use energy consumption at the national level [56]. There are several studies where 
CDA was used to model energy consumption at the regional level; however the 
CDA method had not been used to model residential energy consumption at the 
national level [9] [10]. The prediction performance and the ability to characterize 
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the residential end-use energy consumption of the CDA model are compared with 
those of a neural network (NN) and an engineering based model developed earlier. 
The comparison of the predictions of the models indicates that CDA is capable of 
accurately predicting the energy consumption in the residential sector as well as the 
other two models. The effects of socio-economic factors are estimated using the NN 
and the CDA models, where possible. Due to the limited number of variables the 
CDA model can accommodate, its capability to evaluate these effects is found to be 
lower than the NN model. [57].

*Hidden Markov Models (HMM) are useful in time series data analysis, however, 
its application in building energy sector is not so much investigated [2]. HMM-
based procedure is used for identification of individual household appliances from 
collective energy consumption data [3]. However, this requires HMM models to be 
trained for individual appliance energy consumption profile [1]. An HMM-based 
modeling scheme is presented in for energy level prediction in wireless sensor 
networks nodes. They consider node energy level as a stochastic variable having 
values within certain fixed range forming hidden state for their HMM model 
whereas nodes energy consumption is treated as observed state [18] [58] [59].

•	 Artificial intelligence methods like:
– Artificial Neural Networks (ANNs) algorithms such as:

*Back Propagation Neural Network (BPNN) The most common type of 
ANN used in classification of remote sensing imagery is the MLP (multi-layer 
perceptron) networks based on the BP (back-propagation) learning algorithm [1]. 
This type of network is called BPNN (back propagation neural network) [13] [1] 
[22]. Studies on the performance of back propagation networks are still ongoing. 
The back propagation learning algorithm is the best algorithm among the Multi- 
layer perceptron algorithms [34] [56] [15]. The processing speed and classification 
accuracy often depend on the design and implementation of the network. In the 
literature, different researchers introduced different network architectures for 
different applications. Are there any common standards among neural network 
researchers to guide the design and implementation of BPNNs for remote sensing 
image classification? This question is still open [60] [61] [10]. Choosing the number 
of layers and the number of neurons in each layer is essential. The performance of 
the feed-forward BPNNs is affected significantly by the network layout [29] [27] 
[24]. The selection of this layout and its related parameters is referred to as the art of 
network design. Unfortunately, there is no clear answer for the layout of the neural 
network for a particular application; however, there are some general rules which 
have been collected over time and followed by researchers [20] [21] [31].

Recurrent Neural Network (RNN) and Multilayer Perceptron’s (MLPs) 
algorithms are very efficient for time series forcasting processes. Figure I-A shows 
the Neural Network Model used in MLP algorithm used in this study. There are 
many advantages of using such algorithm such as:
•	 Robust to Noise
•	 In input data and in the mapping function. Support learning and prediction  
             in the presence of missing values [21].
•	 Nonlinear
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•	 Do not make strong assumptions about the mapping function.
•	 Readily learn linear and nonlinear relationships [10] [62].
•	 Multivariate Inputs
•	 Input features can be specified.
•	 Providing direct support for multivariate forecasting [33] [63].
•	 Multi-step Forecasts
•	 Output values can be specified.
•	 Providing multi-step and multivariate forecasting [12] [51].

C.	R esults and Accuracy

In this study, the used model depends on Feed Forward Neural Networks for Time 
Series Forecasting. Firstly, transforming Data for Time Series calculation is done. 
Then sliding window transformation technique is applied too. LSTM algorithm is 
applied here in time series forecasting as follows:

*It is defined as the number of input time steps as three via the input dim     
  argument on the first hidden layer.
*Efficient Adam version of stochastic gradient descent and optimizes the  
  mean squared error (‘MSE’) loss function is used as shown in figures (5) and  
  (6).
* Fitted model can be used to make a prediction 

Implementing these steps using Python, NumPy and Keras for deep learning is 
strait forward and the results are clear in figures: I-C for Results of Naive Time 
Series Predictions with Neural Network and I-C for Results of Window Method for 
Time Series Predictions with Neural Networks respectively. From these different 
runs, it becomes clear that frame of the prediction problem is done Error was not 
significantly reduced in window method compared to that of the previous section 
with Naïve one. The window size and the network architecture were not tuned as 
more runs and modifications should be used to reach tuned output of prediction 
system. In this work, it is utilized to use window size of ten successive days in a row. 
After applying Discrete Cosine Transform DCT to the results of the prediction, 
Validation Error reduced to be 0.9813% for all runs. This step is mandatory 
after using the LSTM to reduce validation error. LSTM model obtained a higher 
performance than the other applied models as shown in Table 1 and due to the small 
sample of different target variables, it is difficult to generalize if DL models may help 
when applied at such levels. The experiments demonstrated that the LSTM model 
had the best performance under each statistical indicator.

– Support Vector Machines (SVMs) are one of the most probability used algorithms 
for datasets with high number of dimensions with small and nonlinear samples. on 
the other hand, these algorithms are not applicable for big datasets and they have a 
little big time complexity of O(N3) [57] [64] [11]. However, combining SVM with 
other AI models may improve forecasting accuracy [33] [65]. There is still a long 
way to go in order to make the methods applicable, and future work should focus 
on reducing the computational costs and memory while maintaining accuracy 
before on-line practical applications [12] [54]. SVM is a very specific technique 
characterized by usage of kernels, absence of local minima, sparseness of the 
solution and capacity control obtained by acting on the margin, or on number of 
support vectors [66]. The capacity of the system is controlled by parameters that do 
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not depend on the dimensionality of the feature space. The non-linear function is 
leaned by linear learning machine which maps inputs into high dimensional kernel
induced feature space [13] [67]. SVM is motivated to find and optimize the 
generalization bounds given for regression [22] [34]. They relied on defining the 
so called epsilon intensive loss function that ignores errors, which are situated 
within the certain distance of the true value [64] [14]. Using two stages forecast 
engine incorporating linear regression; dynamic programming; and support vector 
machine (SVM) [63] [2]. Fixed size least squares support vector machines (LS-
SVM) using an autoregressive exogenous nonlinear autoregressive

Fig. 6. Results of Naive Time Series Predictions with Neural Network
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Fig. 7. Results of Window Method for Time Series Predictions with Neural Networks

exogenous structure, could also be implemented to outperform the linear model 
[68] [1] [56] [15]. Poor computational scalability is one of the disadvantages 
when using SVM’s as like as using other methods such as neural networks and 
other computational intelligence techniques [61] [59] [16] [45]. The state of the 
art experimental results showed that SVM’s methods are considered to be strong 
and have a non-linear learning capabilities for electric load forecasting which are 
combined with the empirical mode decomposition method and auto regression one 
[10] [39] [36]. The neural network easily falls into the local minimum because of 
the restriction on generalization ability and cannot make full use of information 
from selecting sample with a small sample size [28] [69]. 

Compared with a traditional neural network, the support vector machine 
(SVM) can overcome these drawbacks to improve forecasting performance. As 
a kernel based method, SVM employs the learning principle with structural 
risk minimization (SRM) to increase its generalization capability in the training 
process, generating better forecasts [37] [70] [60]. Because of the attractive feature 
and empirical performance, SVM has become one of the most promising and 
popular forecasting methods [11] [19] [40] [47]. Therefore, SVM is used as the 
forecasting method and the parameters of SVM have an important influence on 
the accuracy of prediction [46] [43] [71]. An alternative to solve the problem is 
by using heuristic optimization algorithms for parameter selection that they are 
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prone to be more efficient and robust than a traditional optimization algorithm, 
e.g., grid search algorithm [9] [50] [49] [72]. Therefore, the Cuckoo search (CS) 
algorithm, a heuristic optimization algorithm that has powerful ability to search for 
an optimal solution, is used to determine parameters of SVM [36] [11] [25] [73] 
[58]. In addition, Singular Spectrum Analysis (SSA), a powerful technique in time 
series analysis that was used for electric load forecasting, is employed to remove 
the high frequency components of the noisy load series in order to improve the 
forecasting performance of the SVM model, producing the CS- SSA-SVM model 
[25] [73] [62]. The combination of the data preprocessing-based technique, kernel- 
based method and heuristic optimization algorithm. The performance of the hybrid 
model is validated by forecasting the short-term electric load [24] [23]. 

Integrating merits of individual algorithms to enhance prediction accuracy and 
based on the signal reprocessing technique, the hybrid methods can robustly 
map input space into feature space to tackle the complex nonlinear problems [58] 
[21] [74]. The powerful signal processing technique is applied to decomposition   
and   reconstruction of the original electric load data; the analysis process from 
embedding to diagonal averaging performs identification and extraction of different 
characteristics to alleviate negative effects from the noisy signal [31] [20] [53]. The 
powerful global search capacity of the CS algorithm is employed to serve for optimal 
intelligent selection of model parameters, overcoming limitations of artificially 
selected parameters [35] [29] [75]. Apply the hybrid model to the constructed 
electric load series to show its superiority compared with other benchmark models 
[44] [41] [6].

–	 Decision Tree (DT) have been used literally to build energy prediction system 
and to provide reliable promising prediction results during the past two decades [10] 
[72]. However, one of the major disadvantages of single prediction approach is the 
instability issue within each learning algorithm [10] [19]. Learning algorithms such 
as ANN and decision tree are unstable learners which may introduce significant 
variation in the output value due to some small changes made in the input data [64] 
[11]. This instability issue could impede these algorithms from implementation in 
real-time, on-the-field applications as some energy efficiency measurements rely 
on the reliability of the prediction [12] [76], for example, an unstable learner may 
lead to high false alarm ratio for building system fault detection. To overcome the 
limitation of instability as well as to improve the prediction accuracy, the concept 
of ensemble learning has been recently introduced by researchers to solve both 
classification and regression problems [13] [67]. 

To improve prediction accuracy and by using data obtained from meteorological 
systems and building-level occupancy and meters, the prediction performance of 
conventional decision tree method is improved i.e., Classification and Regression 
Tree (CART) by introducing bagging technique [64] [14] [34]. However, it should 
be noted that the feature importance results may not accurately interpret the 
relationship between each input feature and the output variable [77] [66]. Some 
of the input variables used generally, are highly correlated with each other, for 
example, the outdoor temperature and solar radiation variable. The decision tree 
may only use one of them for tree growing and put away the rest because correlated 
variables share the same impurity [56] [15] [60]. the feature importance of the used 
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variable will be high while those of the unused variables will decrease significantly. 
For example, the feature importance of outdoor temperature is 2.0 in module [47] 
[42] [78], while its correlated variable solar radiation only has feature importance of 
0.5 [48] [16]. The low value of feature importance should not be taken as evidence 
that the variable is not strongly related to the output variable [45] [23] [21].
 
–	 Genetic Algorithm (GA) it is used to combine the prediction of each base 
model and output the final results as the prediction of the ensemble model
[10] [11] [12]. Literature preliminary results showed that the proposed ensemble 
model provided higher prediction accuracy than the typical single model [54] 
[53] [14]. Recently, gene expression programming (GEP) was proposed as a new 
function model mining algorithm. Compared with traditional genetic algorithms 
(GA) and Genetic Programming (GP), GEP has advantages in terms of convergence 
speed and ability to solve complex problems [1] [22]. At present, research on GEP 
focused on symbolic regression, function finding, combinatorial optimization 
and prediction. In symbolic regression and function mining, an improved GEP 
algorithm named SGEP is proposed, which is especially suitable for dealing with 
symbolic regression problems [34] [79]. On the other hand, hybrid models for load 
forecasting algorithm included combination of genetic algorithm and ant colony 
optimization for feature selection and multi-layer perceptron for hourly load 
prediction are commonly used [79] [7].

•	 Knowledge-Based Systems Knowledge-based filtering is emerging as 
an important field which uses knowledge about users and products to pursue a 
knowledge-based approach to generating recommendations, reasoning about what 
products meet the user’s requirements [11] [67] [14]. Gradual incorporation of 
different types of information (e.g., explicit ratings, social relations, user contents, 
locations, use trends, knowledge-based information) has forced forecasting system 
to use hybrid approaches. Once the memory-based, social and location-aware 
methods and algorithms are consolidated, the evolution of system demonstrates 
a clear trend toward combining existing collaborative methods [1] [34] [77]. The 
major reason behind using commercialized knowledge-based systems (KBS), is the 
lack of a strict validation step in their life cycle. There is a widespread agreement 
that KBS cannot be designed in a linear fashion. This is due to the typical problems 
they have to resolve; these will require them either to adapt traditional techniques 
of software development or to use new techniques relevant to artificial intelligence 
(AI) systems [41] [47] [46]. 

A significant problem in the development of Knowledge-Based Systems (KBS) is its 
verification step. By using Machine Learning techniques to progressively improve 
the quality of expert system Knowledge Bases and by coping with two major KB 
anomalies: incompleteness and incorrectness [9] [72] [78]. In agreement with 
the current tendency, KBs considered in our approach are expressed in different 
formalisms. Results obtained with two different learning algorithms, confirm 
the hypothesis that integrating machine learning techniques in the verification 
step of a Knowledge-Based System life cycle, is a promising approach [48] [48] 
[45]. Knowledge based systems (KBS) or expert systems emulate the human 
expert behavior in a certain knowledge area [10] [3] [32]. They constitute aid 
systems to take decisions in different areas such as educational strategic selection, 
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environmental variables control [74], neonatology fans configuration, agreement in 
judicial process or the attended generation of activity maps of software development 
projects. Knowledge based systems to aid decision taking is a particular knowledge 
based system [6] [31] [19].

Although, hybrid approaches are used by combining multiple methods to enhance 
prediction performance. In [10], for classification in data-driven models, algorithms 
that are usually considered are:
•	 K-means Clustering Techniques

–	Fuzzy K-means Clustering
To improve the accuracy of short-term electric load forecasting for individual 
users, a short-term power load forecasting model based on K-means [3] [69]. 
By analyzing the users’ electricity consumption features, K-means is applied 
to group users into two clusters. [2] [10].

–	Fuzzy C-means Clustering
For users with strong correlation at adjacent moments, local similar data 
are filtered out with the help of improved Fuzzy C-Mean clustering (FCM), 
integrating the load value of the adjacent moments into new input features 
[80] [55]. For users with weak correlation at adjacent moments, the local 
similar daily data are utilized as features [60] [40]. Finally, the feather vectors 
are used as input data for BP Neural Network, which is utilized to forecast the 
short-term load [34] [15].

•	 Self-organizing map (SOM) Among different neural network classifiers, 
Self Organizing Map (SOM) is one of the most effective methods. SOM has two 
valuable features, namely, pattern recognition and pattern complementarity [1] 
[22] [2]. These two SOM properties are exploited for short-term load classification 
and for forecasting, respectively [70] [41]. SOM is using an iterative active learning 
technique based on self-organizing map (SOM) neural network and support vector 
machine (SVM) classifier [47] [50] [3]. The technique exploits the properties of 
SVM classifier and that of SOM neural network to identify uncertain and diverse 
samples to be included in the training set [6] [36] [29]. It selects uncertain samples 
from low density regions of the feature space by exploiting the topological properties 
of SOM [27] [69] [62]. 

In addition to the extensive use of classification methods for different applications 
in electrical engineering, classification methods particularly have been used for 
load management and load forecasting [21] [81] [67]. Doing forecasting for the 
short-term (the next day) load, while used system focuses only on the method of 
classifying daily electric load and the classification of loads with the same behavior 
for the time period selected (e.g. one week, one month, or one year, or any desired 
time interval from one day to several years) [10]. Although none of the outputs 
of the SOM classifier is directly used for the prediction purpose, the results of the 
SOM network classification process can be used as an effective way for sampling 
the appropriate training patterns for training and forecasting 24-hour active power 
consumption of the nationwide electricity. This can be used in a separate SOM 
network. According to the outcomes of the classifier, every Normal day of a week 
has its specific load consumption curve and holidays have distinguished ones [82] [83].
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•	 Hierarchical clustering Hierarchical time series prediction plays an 
important role in various applications, such as retail in business, electricity 
supply and environmental protection [11] [67]. In the electricity power supply 
and management, the power supply and consumption is usually organized in a 
hierarchical structure according to administrative divisions [2] [56] [60]. In big data 
applications, hierarchical time series prediction is an important element of decision-
making and concerns the inherent aggregation consistency, which is maintained by 
reconciliation methods [47] [71]. By using hierarchical forecasting approach, the 
k means clustering [55] based multiple alternative clustering strategy is employed 
to cluster the time series with different cluster number k to obtain a large number 
of time series clusters [10] [3] [11]. It brings more chances to build good aggregate 
hierarchies as the input of our hierarchical prediction model. Furthermore, instead 
of dealing with the clusters constraints and the geographical constraints at two 
separate steps, these different aggregation constraints are integrated as a whole for 
optimal prediction reconciliation [18] [75]. Compared with the state-of-the-art 
methods, the one-step ahead forecasts of the proposed method for electricity load 
and solar power data are improved than ordinary multiple stages hierarchy [69] 
[81].

Big amount of data is generated from energy power consummations meters. Many 
algorithms are developed with data- driven approach area and target several types 
of energy applied applications like:

•	Load forecasting.
•	Prediction.
•	Energy pattern profiling.
•	Regional energy-consumption mapping.
•	Bench-marking for building stocks.
•	Global retrofit strategies.
•	Guideline making.
•	Etc.

Classification methods are developed too in same area of interest like:
•	K-mean clustering.
•	Self-organizing map.
•	Hierarchy clustering.

Both of them (Prediction and Classification) are very important for achieving 
efficient energy consumption building and enhancing performance. Reducing 
consumption and environmental impact is also a clear target for applying these 
strategies. Building prediction and classification models for energy consumption 
with a very high accurate result requires
 
very huge efforts. Instead of that, it is useful to build these models by a moderate 
accuracy. These models have many advantages to be built:

1)	 Conserve energy based on predicted customer behaviors.
2)	 Build Demand-Side management (DSM) system according to  
                electrical consummation scenarios.
3)	 Visualizing predicted and actual energy consumption curves.
4)	 Implementing a benchmark databases for multilevel consumption.
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5)	 Build a combined model facilitated with designing, running and  
                editing functions in the new buildings.
6)	 offering an image of energy footprint of the building under study.
7)	 introducing a good imagination for related financial aspects.
8)	 giving an important tool for decision makers such as:

•	 Policymakers.
•	 Building owners.
•	 Investors.
•	 Operators.
•	 Engineers.

Dataset of historical energy consumption for a group of customers is used in  
learning stage to train the algorithm. Pattern of consumption is achieved for each 
customer to predict next days consumption and to group similar customers in 
consumption behavior together. Household consumption could be caused from 
many end-uses devices like heating, ventilation and air-conditioning (HVAC) 
system, domestic hot water, lighting, plug-loads, elevators, kitchen equipment, 
ancillary equipment and appliances.

In [11], Load Forecasting is essential in business perspective because, for example, 
it is important for:

•	Power systems planning and operations
•	Revenue projection
•	Rate design
•	Energy trading
•	Design evaluation [15]
•	Operation strategies [15]
•	Enhancing demand and supply management [15]

These fields are always discussed in many sectors of various companies like:
•	Electric utilities
•	Regulatory commissions
•	Industrial and big commercial companies
•	Banks
•	Trading firms
•	Insurance companies

In [15], reducing CO2 emissions, global warming, environmental pollution and 
energy consumption which are mainly generated from fossil fuel are very hot topics 
nowadays to save environment and resources. A big percentage of total energy 
consumption and total CO2 emissions is from buildings. Energy consumption 
prediction is very important to achieve the international standards for CO2 
emissions levels.
 
D.	 Field Trends and Work Comparisons

By reviewing the work in the field for the last twenty years, it could be concluded that 
there are two main types of household customer electrical consumption prediction.

•	Resolution: which is the time step of the electrical data.
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•	Forecast Horizon: which is the window size of the predicted future (day, week, and etc.)
Resolution and Forecast Horizon, for example could be hourly time step data 
predicting a horizon of 24 hours in advance. Forecast horizon can be classified as 
long term (greater than three years), medium (two weeks to three years), and short- 
term (less than two weeks) shown in [84] and illustrated in Figure 8.

Table 1: shows the Validation Error obtained by the LSTM with DCT, compared 
other benchmark methods when predicting the test set. It can be seen that the 
proposed LSTM using the Discrete Cosine Transform DCT significantly improves 
the validation error obtained by the other prediction models.

Table 1: Validation Error Obtained by The Proposed LSTM Compared with Other 
Methods [85]

II.	CONCLU SION

This paper presented five methods to forecast the energy consumption in a 
residential building over different time horizons with different time resolutions. 
Notably, it proposed the use of Deep Learning, more exactly Conditional Restricted 
Boltzmann Machines and Factored Conditional Restricted Boltzmann Machines 
for the prediction of energy consumption. The analysis performed showed that 
FCRBM is a powerful method which outperformed the state-of-the- art prediction 
methods such as HMM, ANNs, SVMs, RNNs
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Fig. 8. Compositional breakdown of the forecast horizons [84]

and CRBMs. It is worth mentioning that as the prediction horizon is increasing, 
FCRBMs and CRBMs seem to be more robust and their prediction error is typically 
half then that of the ANN. All methods presented showed comparable prediction 
time, in the order of few hundred milliseconds, and are therefore suitable for near 
real-time exploitation in applications such as home and building automation 
systems. From all the experiments, it can be observed that all methods perform 
better when predicting the aggregated active power consumption than predicting 
the demand of intermittent appliances(e.g.electric water-heater) recorded with the 
three sub-metering. Although versatile and successful, CRBMs and FCRBMs come 
with their own challenges, similar to other ANNs. At this stage, the feasibility of 
the various methods has been proven. Furthermore, fine-tuning, such as the choice 
of the optimal number of hidden units or the learn in grate, might improve the 
performance of these models.
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