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Use of ICT To Confront COVID-19
 

Yousry S. Elgamal 
D.Sc.*
Former Minister of Education, Egypt
Prof. of Computer Engineering
Chairman of Computer Scientific Society
Senior Advisor, AASTMT
Chairman, Information & Communication Committee at the National Committee of 

Education, Culture, and Science (UNESCO, ALECSO, ISESCO)

The impact of COVID-19 outbreak has now become of grave concern for virtually 
every country in the world, and forced a majority of countries into partial or 
complete lockdowns. World Health Organization “WHO” reports show more than 
150 Million confirmed cases, with a death toll exceeding 3 Million worldwide as of 
28 April 2021(1). The pandemic highlighted the crucial role played by Information 
and Communication Technology in keeping businesses running and societies 
functional in times of lockdowns and quarantines(2). COVID-19 has accelerated 
our dependence on digital technologies and highlighted the life-saving benefits 
of connectivity. Some of the most important technologies and applications used 
to combat the Virus and mitigate its impacts are discussed in this article (3).  

Internet of Things (IoT):
In the health care and medical services arena, Applications of IoT include: 
monitoring patients from a remote location, tracking medication orders, and 
using wearables to transmit health information to the concerned health care 
professionals. Several innovators, medical organizations, and government bodies 
are looking to utilize IoT tools in order to reduce the burden on the health care 
systems(4). 

Internet-connected thermometers, known as Smart Thermometers are used 
to screen people for high temperature.  These thermometers are linked 
to a mobile application, which allows them to transmit their readings to 
the medical center immediately. Once received, this data is assimilated to 
generate daily maps showing which regions are witnessing an increase in 
high fevers, thereby allowing authorities to identify potential hotspots. (5) 

Telehealth is the practice of using IoT to facilitate remote patient monitoring, 
thus; allowing clinicians to evaluate, diagnose, and treat patients without needing 
any physical interaction with them. Adopting telehealth techniques lessened the 
burden on the overworked hospital staff, and has reduced the risk of spread 
of the virus from the infected individuals to the healthcare personnel. Several 
telemedicine tools were developed lately including Chatbots that can make initial 
diagnosis based on symptoms identified by patients, teleconsultation software, 
and portable medical tablets.  However, the true potential of telemedicine can only 
be realized when existing telemedicine platforms are used in conjunction with 
other technologies such as drones, robots, smart wearables, and next-generation 
5G cellular networks. China developed a smart phone app health rating system 
that is tracking millions of people daily. It assigns three colors to people (green, 
yellow, and red) on the basis of their travel and medical history. Only those who 
were assigned a green color could be allowed in public spheres (6).
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Robotics: 
Robots were on the front line to prevent the spread of Corona virus. They served 
to spray disinfectants, prepare meals at hospitals, double up as waiters in 
restaurants, dispense hand synthesizers, and deliver food to those in quarantine. 
In many hospitals, robots were also performing diagnosis, conducting thermal 
imaging, and transporting medical samples(7). A hospital at Wuhan was being 
staffed entirely by robots. Most of the devices are IoT enabled and services are 
carried out by robots. The initial screening of the patients is done by 5G enabled 
thermometers that send instant updates. There are rings and bracelets that are 
connected to the AI platform so that it can monitor all changes in the body(8). In 
addition, it is suggested that a kind of ambulance robot, operated remotely and 
supplied with medical tools such as a smart thermometer, automatic external 
defibrillator, corona virus test kit, and other instruments, could be used to instruct 
the public on appropriate actions to take in public spaces in an emergency(9). In 
hotels and restaurants, robots could carry luggage and guide guests through 
front desk services. Miscellaneous tasks such as cleaning rooms and pouring 
coffee were also done by robots. Robots, equipped with AI, can potentially 
provide information, do housekeeping work, provide food services, and help 
to comfort and entertain the customer in a safe way. Restaurants have also 
adopted robots to transfer goods from warehouses to trucks and customers 
amid the COVID-19 pandemic to limit potential virus contamination. At the time of 
risk of people-to-people contact, Autonomous Vehicles are proving to be of great 
utility in delivering essential goods like medicines and food items, and disinfecting 
hospitals. Electric street cleaning vehicles were also used at times of lockdown.

Drone Technology:
Drones can provide numerous benefits in managing the COVID-19 pandemic due to 
the minimized human interaction and the ability to reach otherwise inaccessible 
areas. Several countries around the world have joined forces with numerous 
researchers and innovators in an attempt to find ingenious ways of using 
drones to fight the COVID-19. Drones were transporting both medical equipment 
and patient samples, saving time and enhancing the speed of deliveries, while 
preventing contamination of medical samples(10). Agricultural drones were spraying 
disinfectants in the countryside. China employed the use of drones equipped 
with infrared cameras to carry out large-scale temperature measurements in 
several residential areas. Drones powered with facial recognition were also being 
used to broadcast warnings to the citizens not to step out of their homes, and 
chide them for not wearing face masks (11). In India, a ‘‘corona combat’’ drone, is 
equipped with a thermal camera for screening individuals, a night vision camera 
for monitoring the crowd, a portable medical box for carrying essential medical 
supplies, a loudspeaker for making announcements, and a disinfectant tank with 
a capacity of 10 liters for sanitizing public spaces. 

Artificial Intelligence:
With the help of data analytics and predictive models, AI proved to be a highly 
effective tool against the COVID-19 Pandemic(12). Risk prediction is one of the 
important AI applications during the Pandemic. The risk of getting infected is 
a function of numerous factors where mathematical modeling would not yield 
fruitful results. However, a comprehensive analysis of these factors integrated 
with AI techniques, can offer a more precise and reliable prevision of individual 
risk profiles(13). Once a person is infected, AI capabilities can also be used to 
determine the probability of survival and the requirement of ICU treatment for 
COVID-19 patients. AI techniques, particularly machine learning algorithms, can 
also be used to correlate the patient’s data parameters with a specific drug’s 
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usage. In the medical diagnosis and screening arena, AI enhanced the tools of 
face scanners, medical imaging, and voice detection systems for rapid diagnosis. 
(14) Machine Learning has proved its effectiveness in speeding up the process of 
drug development. Scientists are also using AI to help identifying existing drugs 
that can be beneficial in treating the COVID-19. For Virus modeling and analysis, 
Machine Learning happens to be one of the most effective tools. ML models can 
be used to compare the viral genome with known genomes and identify existing 
similarities(15). Other applications of AI include curbing the propagation of fake 
news and misinformation of social media platforms as well as enforcing the 
lockdown measures.

5G Technology:
In comparison to 4G, 5G is expected to have better performance in terms of higher 
speed, lower latency, wider range, increased availability, and more reliability. 
Together with other technologies like IoT and AI, 5G technology has the potential 
to revolutionize the healthcare sector(16). 5G can enable immersive virtual and 
augmented reality (VR/AR) applications, which can lead to an interactive 
experience in telemedicine, and equip medical teams to provide immediate 
expertise in regards to possible complications and treatment strategies. In China, 
5G-enabled medical imaging platforms allowed for real-time diagnosis of COVID-19 
patients, and in doing so, relieved some of the load on the hospital’s medical 
staff. A 5G Infra-Red thermal imaging monitoring system can enable the real-
time temperature of moving bodies with high accuracy and precision. The data 
accumulated by the systems can then be transmitted to the central monitoring 
system with ultra-low latency using 5G networks(17) .

Conclusion:
COVID-19 has demonstrated the importance of digital readiness to allow life to 
continue –as much as possible- during pandemics. Supporting a digitized world 
and staying current in the latest technology will be essential for any country to 
remain competitive in a post COVID-19 world. Digitization and pandemics have 
accelerated changes to jobs available to humans. The pandemic has highlighted 
and exacerbated inequalities of all kinds, including the digital divide. Those 
without access to digital technology – almost half of the world – are denied 
opportunities to study, communicate, trade, work, and participate in much of 
what is now normal life for the richer half of the world.
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What Do We Know and What do We Need to Learn
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eHealth is the use of information and communication technologies for health. 
eHealth serves multiple utilization purposes for storage, exchange, and retrieval 
of digital data for administrative, clinical, educational and research purposes. The 
ultimate purpose of the eHealth use globally is to promote health for individuals 
efficiently and effectively [1]. 

A growing body of evidence reveals potential benefits of eHealth on delivery of 
health care that are cost-effective and responsive to patient’s needs without 
compromising the quality of service [2]. Systematic reviews revealed promising 
results on improvement of patient outcomes with implementation of eHealth 
services [3] especially with challenging behavioral lifestyle modifications such as 
improving medication adherence [4] physical activity [5] and HIV prevention [6] as 
well as addressing mental health [7]. 

With the continuous evolution of eHealth services, challenges to its application 
and utilization are on rise. Systematic review identified multiple challenges. First, 
stakeholders and systems users need to have enough training to use the eHealth 
technology effectively and optimally. Second, the robustness of the technology 
and its interoperability such as integrity of data and security concerns [8]. Third, 
capital and startup costs and maintenance can be too costly. Fourth, legal clarity 
and legal framework challenge relates to legal issues such as privacy [9]. Fifth, 
organizational context pertains to the environment where eHealth technology is 
utilized [10]. A critical focus on the emerging technologies currently provides the next 
context for the integration of eHealth data in every aspect of human activity. The 
Internet of Things will cause an unpredicted explosion in the delivery of directed 
custom-made eHealth services to human beings; and thus, the new generation of 
eHealth data movement will exploit this feature to its full potential. In a way the 
matching of eHealth services to human needs will incorporate the identification, 
distribution, and management of many machine-generated eHealth data. 

With the most documented challenges reported, what are the lessons learnt 
and how do we tackle them? Opportunities for confronting such challenges 
are proposed. Investment in advancing competencies of human resources in 
relation to information systems design and implementation as deemed crucial 
for optimal utilization of eHealth technology. Governments and national bodies 
should support eHealth technology to achieve its optimal purposes and become 
incorporated in health organizations. Researchers and clinicians also need to 
learn how to apply eHealth technology fully to extend their ability to study and 
influence health behavior as well as engage patients.
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Abstract

Genomic DNA sequences have both deterministic and random aspects and exhibit
features at numerous scales, from codons to regions of conserved or divergent gene
order. Genomic signatures work by capturing one or more such features efficiently into
a compact mathematical structure. We examine the unique manner in which
oligonucleotides constitute a genome, within a graph-theoretic setting. A de Bruijn
chain (DBC) is a kind of de Bruijn graph that includes a finite Markov chain. By
representing a DNA sequence as a walk over a DBC and retaining specific information at
nodes and edges, we obtain the de Bruijn chain genomic signature θdbc, based on graph
structure and the stationary distribution of the DBC. We demonstrate that the θdbc

signature is information-rich, efficient, sufficiently representative of the sequence from
which it is derived, and superior to existing genomic signatures such as the dinucleotide
odds ratio and word frequency-based signatures. We develop a mathematical
framework to elucidate the power of the θdbc signature to distinguish between
sequences hypothesized to be generated by DBCs of distinct parameters. We study the
effect of order of the θdbc signature, genome size, and variation within a genome on
accuracy. We illustrate its superior performance over existing genomic signatures in
predicting the origin of short DNA sequences.

Introduction

The genome G of an organism is a set of long nucleotide sequences modeled, within a
formal language framework, as strings over ΣDNA = {A,C,G, T}, the DNA alphabet. Every
genome has a unique constitution of nucleotides that encode specific phenotypic traits
and regulate the cellular and biological processes of that organism. Unique features of
a genomic sequence that are globally conserved and can be captured in the form of
mathematical structures can serve as signatures for that genome. Since G itself differs
from one organism to another, it can serve as a unique mathematical structure
representing an organism. However, a genome is typically quite large (e.g., billions of
bases for the human genome) and also demonstrates slight differences from one
individual of a species to another. Fix a genomic sequence H that is a substring of
some string in G. Intuitively, a genomic signature for an organism is a mathematical
structure θ(H) derived from H , which, ideally, can be efficiently computed, is
significantly smaller to represent than H , and, if H is sufficiently representative of G,
can accurately identify the original organism. The intent is that the signature of other
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large substrings from G be highly similar to θ(H) and distinguishable from signatures of
other organisms. A genomic signature is judged along two, typically antagonistic,
dimensions: (1) the amount of compression achieved by θ(H), and (2) its effectiveness
in identifying the genome.

The term “genomic signature” must not be confused with the term “gene expression
signature” [1, 2] although the two terms have been used interchangeably in a few
works [3–7]. A gene expression signature is a distinct conserved model of gene
expression patterns observed in a set of genes during specific biological phenomena or
environmental conditions [1, 2]. Normark et al. [8] have used the term “genomic
signature” to represent long term genomic effects of the loss of sex and recombination
on asexual eukaryotic genomes. Cannon et al. [9] have used it to represent probe
sequences that are short (25 bp and less) primers that are hyperdispersed in a
probability space of sequences and generated without the knowledge of the target
genome, while scientists who study the effects of ionizing radiation on genomes use
the term to indicate radiation-induced genomic changes such as gene copy number and
intrachromosomal aberrations [10, 11]. For the purposes of this paper, a genomic
signature, as defined in the previous paragraph, is a unique mathematical structure
strictly computed from sequence data and conserved for reasonably large (≥ few
kilobases) subsequences of a genome for a wide range of subsequence lengths.

In this paper, we propose a novel genomic signature called the de Bruijn chain
signature θdbc. A de Bruin chain (DBC) is a de Bruijn graph with an underlying finite
Markov Chain. We derive the θdbc signature by thinking of a genomic sequence at hand
as a walk over a suitably defined DBC. We then include characteristic properties of the
stationary distribution of the underlying Markov chain and the manner in which the DBC
disintegrates on deleting edges by a systematic method, as components of the θdbc

signature. By definition, the θdbc signature retains features of genomic sequences that
are different from features retained by word-count based signatures explored in related
literature. Here, we explore the properties of the θdbc signature and several other
genomic signatures with an emphasis on the identification of short unknown DNA
sequences.

The species from which a genomic sequence is derived is its origin. A genomic
sequence X of unknown origin is to be analyzed. We visualize X as an overlap of
numerous successive short sequences of pre-defined length w each, in a specific
manner. The order is the above word length w at which a genomic sequence is analyzed.
A pre-defined signature θw(X), at order w, is computed from X and compared to the
same signature at the same order w for all available species. The correlations between
θ(X) and the existing signatures are used to predict the origin of X . We demonstrate
that the θdbc signature performs better than its competitors, the dinucleotide odds ratio
θdor and the word count vector θwcv . We further illustrate that combining the strengths
of the θdbc signature and the θdor signature results in higher accuracy of origin
identification while distinguishing between distant species.

Some applications of genomic signatures are as follows. A database of signatures of
all fully or partially sequenced genomes can be constructed. Apart from being a beneficial
public resource, such a database will enable identification of the origin and/or closest
relatives of segments of unknown DNA. An exhaustive databasewill lead to the discovery
of new species and their placement on the tree of life [12]. A sequence identification
gadget constructed using this database and the algorithms we propose can be used as
a household utility for testing food products for infectious microbial growth, screening
insects for parasites, and understanding the origin and properties of plants and animals
in the surroundings. Such an instrument will be invaluable to ecologists. It is also possible
to apply genomic signatures to binning metagenomic data.

This paper is organized as follows. The Related Work Section reviews the relevant
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literature. In the Preliminaries Section, we define relevant mathematical concepts and
establish notation. We also introduce graph-based signatures and define the DBC
signature θdbc in this section. In the Results Section, we present evidence of the
efficiency of the θdbc signature in identifying origins of short sequences and illustrate
its superior performance over existing signatures. In the Theory Section, we derive
theoretical bounds that characterize the abilities of the word count vector signature
θwcv and the θdbc signature to differentiate between genomes. Conclusions and future
directions are presented in the Conclusions Section.

Related Work

A DNA word or an oligonucleotide is a short string of predefined order over the DNA
alphabet. Oligonucleotide frequencies have been described as characteristic features
of genomes in many works [13–25]. Karlin and Burge [19] were among the first to use the
term genomic signature. They define the dinucleotide odds ratio (θdor) or relative
abundance, which is the collection of 16 functions defined for dinucleotides XY by

ρXY (H) =
freq (XY,H)

freq (X,H) freq (Y,H)
where freq (x,H) is the frequency of string x as

a substring in H . They observe that ρ values are similar throughout a genome and
compare θdor for a few organisms to demonstrate its capability of distinguishing
organisms. Karlin et al. [20] observe that individual components of the θdor vector
typically range from 0.78 to 1.23. They use a normalized L1-distance, called
delta-distance (δ), to distinguish between species. The δ-distance between the θdor

signatures of sequences H1 and H2 is defined as

δ (H1, H2) =
1000

16

∑
XY ∈S2

|ρXY (H1)− ρXY (H2)|. Campbell et al. [26] compare θdor

signatures of prokaryotic, plasmid, and mitochondrial DNA. Gentles and Karlin [27]
examine the θdor signature in sequences of eukaryotic genomes and chromosomes,
including human chromosomes 21 and 22, Saccharomyces cerevisiae, Arabidopsis
thaliana, and Drosophila melanogaster. Jernigan and Baran [18] demonstrate empirically
that the δ-distance between θdor signatures of strings sampled within a genome is
approximately preserved over a wide range of string lengths, while it varies for strings
sampled from different genomes.

The second most widely-used method in the literature to visualize and study the
composition of and separation between DNA sequences is the Chaos Game
Representation (CGR) signature [28–30]. Mathematically, the Chaos Game is an iterated
function system that uses a two-dimensional heat-map-style plot to provide a visual
representation of composition of a given DNA sequence through tiled geometrical
patterns that sharpen with increasing DNA word lengths. Deschavanne et al. [15]
constructed CGR images from oligonucleotide frequencies and built the application
GENSTYLE [15, 17], which predicts the approximate origin of a sequence using
L1-distances to oligonucleotide frequency vectors of all genome sequences in the
Entrez database, thus formally introducing CGRs as a genomic signature.

The simple word count vector has also been used as a genomic signature in various
works. The application TETRA (Teeling et al. [22]) uses tetranucleotide frequencies to
calculate similarity between sequences. For bacterial species, Coenye and
Vandamme [14] correlate δ with 16S rDNA sequence similarity and DNA-DNA
hybridization values. For 57 prokaryotic genomes, Sandberg et al. [21] compare G+C
content, oligonucleotide frequency, and codon bias. Dufraigne et al. [16] and van Passel
et al. [23] employ oligonucleotide frequencies to identify regions of horizontal gene
transfer (HGT) in prokaryotes. Carbone et al. [13] correlate the ecological niches of 80
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Related Work

4

Eubacteria and 16 Archaea to codon bias used as a genomic signature.
The genomic signatures outlined above demonstrate that signatures differ among

species, but, with the exception of the dinucleotide odds ratio, no one else formally
addresses the amount of variation, identification of unknown DNA, and the effect of
short available sequence length on these signatures. As part of our DNA Words
program investigating mathematical invariants derived from genomes, we examine the
finest scale in graph-theoretic terms, while integrating DNA word graph structure with
Markov chain properties. One frequently exploited observation is that a string over ΣDNA

defines a walk in a suitably defined de Bruijn graph. Closely related is the
correspondence of such a string to an Eulerian tour in a suitably defined multigraph.
Applications include DNA physical mapping, DNA sequence assembly, and multiple
sequence alignment problems [31–35]. In Heath and Pati [36], we explore purely
graph-based genomic signatures and compare their performance with the word count
vector and the dinucleotides odds ratio signatures. We identify a graph-based signature
that is competitive with the dinucleotides odds ratio (most efficient among existing
signatures), performing marginally better. Subsequently [37], we introduce the de Bruijn
chain signature θdbc and demonstrate that it performs better than all existing genomic
signatures with emphasis on target identification from short DNA segments. This
signature performs much better than oligonucleotide frequency vectors in
differentiating among diverse genomes. In this work, we propose a mathematical
framework for characterizing the ability of the θdbc signature to distinguish between
genomes using short genomic segments. We examine the effect of different orders on
the efficiency of the θdbc signature. We also study relationships among efficiency,
genome variation, and genome size. Also, see our subsequent work [38, 39] and Pati’s
dissertation [40].

There has been little advancement in the concept of genomic signatures since our
work, though there has continued to be investigations into comparing genomic
sequences for similarity and dissimilarity. Konstantinidis and Tiedje [41] and Goris et
al. [42] proposed to measure the similarity of two genomes through the average amino
acid content (AAI) and the average nucleotide content (ANI); ANI is measured via a
heuristic that employs either BLAST [43] or MUMmer [44]. Pritchard, et al. [45] provide a
flexible implementation of the ANI heuristic through the Python tool pyani. Initially using
ANI as the basis of genome comparisons, Vinatzer and Heath [46–51] have developed
the Life Identification Number (LIN) concept that provides a framework for identifying
and naming all sequenced genomes. Broder [52] introduced the MinHash concept for
measuring the similarity of documents; it provides an estimate of the Jaccard similarity
between the word contents of two documents. Ondov et al. [53] adapted MinHash to
estimate a distance between two genomes using the set of k-mers present in the two
genomes. The k-mer and MinHash concepts have been further developed by numerous
researchers since then [54–57].

Preliminaries

An alphabet Σ is a finite, non-empty set of symbols. The binary alphabet is ΣB = {0, 1},
while the DNA alphabet is ΣDNA = {A,C,G, T}. A string or word x over Σ is a finite
sequence x = σ1σ2 · · ·σw of symbols from Σ; its length |x| is w. A single chromosome in
a genome is typically written as the string over Σ of nucleotides on one DNA strand. A
genomic sequence is a chromosomal sequence or any substring of it. An organism’s
genome G is the set of all its chromosomal sequences.

For strings x and y, occ (x, y) is the count of occurrences of x as a substring of y. If

|x| ≤ |y|, the frequency of x in y is freq (x, y) =
occ (x, y)

|y| − |x|+ 1
. Fix a word length w ≥ 1.

http://dx.doi.org/10.21622/ACE.2021.01.1.007

http://apc.aast.edu
http://dx.doi.org/10.21622/ACE.2021.01.1.007


http://dx.doi.org/10.21622/ACE.2021.01.1.007

Journal of Advances in Computing and Engineering (ACE)                                Volume 1, Issue 1, June 2021 - ISSN 2735-5985 

 10

http://apc.aast.edu

4

Eubacteria and 16 Archaea to codon bias used as a genomic signature.
The genomic signatures outlined above demonstrate that signatures differ among

species, but, with the exception of the dinucleotide odds ratio, no one else formally
addresses the amount of variation, identification of unknown DNA, and the effect of
short available sequence length on these signatures. As part of our DNA Words
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correspondence of such a string to an Eulerian tour in a suitably defined multigraph.
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signature performs much better than oligonucleotide frequency vectors in
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framework for characterizing the ability of the θdbc signature to distinguish between
genomes using short genomic segments. We examine the effect of different orders on
the efficiency of the θdbc signature. We also study relationships among efficiency,
genome variation, and genome size. Also, see our subsequent work [38, 39] and Pati’s
dissertation [40].
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sequences for similarity and dissimilarity. Konstantinidis and Tiedje [41] and Goris et
al. [42] proposed to measure the similarity of two genomes through the average amino
acid content (AAI) and the average nucleotide content (ANI); ANI is measured via a
heuristic that employs either BLAST [43] or MUMmer [44]. Pritchard, et al. [45] provide a
flexible implementation of the ANI heuristic through the Python tool pyani. Initially using
ANI as the basis of genome comparisons, Vinatzer and Heath [46–51] have developed
the Life Identification Number (LIN) concept that provides a framework for identifying
and naming all sequenced genomes. Broder [52] introduced the MinHash concept for
measuring the similarity of documents; it provides an estimate of the Jaccard similarity
between the word contents of two documents. Ondov et al. [53] adapted MinHash to
estimate a distance between two genomes using the set of k-mers present in the two
genomes. The k-mer and MinHash concepts have been further developed by numerous
researchers since then [54–57].

Preliminaries

An alphabet Σ is a finite, non-empty set of symbols. The binary alphabet is ΣB = {0, 1},
while the DNA alphabet is ΣDNA = {A,C,G, T}. A string or word x over Σ is a finite
sequence x = σ1σ2 · · ·σw of symbols from Σ; its length |x| is w. A single chromosome in
a genome is typically written as the string over Σ of nucleotides on one DNA strand. A
genomic sequence is a chromosomal sequence or any substring of it. An organism’s
genome G is the set of all its chromosomal sequences.

For strings x and y, occ (x, y) is the count of occurrences of x as a substring of y. If

|x| ≤ |y|, the frequency of x in y is freq (x, y) =
occ (x, y)

|y| − |x|+ 1
. Fix a word length w ≥ 1.

5

Let l = 4w . The order-w state space is Sw = Σw
DNA, the set consisting of the l words of

length w. For 1 ≤ i ≤ l, let xi be the ith element of Sw in lexicographic order.
The order-w de Bruijn graph DBw = (Sw, E) over alphabet Σ is a directed graph,

where (xi, xj) ∈ E when xiσ = ιxj , for some σ, ι ∈ Σ; such an edge is labeled σ
(see [58]). Figure 1 depicts the de Bruijn graphs of order 3 over the binary alphabet
ΣB = {0, 1}. As observed, the vertex set of the binary de Bruijn graphs of order 3 is the
set ({000, 001, 010, 011, 100, 101, 110, 111}) of all binary strings of length 3. The vertex set
of the DNA de Bruijn graph of order 2 is
{AA,AC,AG,AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC, TG, TT}.
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Fig 1. The order-3 de Bruijn graph on the binary alphabet; the red line indicates a walk in
the graph traced by the sequence 0001110111000101.

Let H ∈ Σ∗
DNA have length |H| = n; we think of H as a long genomic sequence that

traces a walk in DBw . The vertex count of xi in H is vc (xi, H) = occ (xi, H), while the
edge count of edge (xi, xj) ∈ E in H , where xiσ = γxj , is
ec ((xi, xj), H) = occ (xiσ,H). The order-w word count vector θwcv

w (H) of H is the
l-vector having components occ (xi, H), in lexicographic order. The corresponding
order-w word frequency vector is the l-vector having components freq (xi, H), in
lexicographic order. In Figure 1(b), for instance, the word count vector is
⟨2, 2, 1, 2, 1, 2, 2, 2⟩. Nucleotide frequencies vary among organisms, while, as Fickett et
al. [59] observe, the frequencies of A’s and T’s (and hence of G’s and C’s) are
approximately constant within a single genome.

Now consider the Markov chain underlying the above de Bruijn graph
DBw = (Sw, E). That Markov chain has state space Sw and a sparse transition
probability matrix with nonzero transition probabilities only for edges in DBw ; such a
Markov chain is called an order-w de Bruijn chain (DBC). In this paper, we use DBCs in
modeling of genomic signatures, based on the following intuition. Let DC be an order-w
DBC with l × l transition probability matrix P = (pij); here, pij is the probability of a
one-step transition from state xi to state xj [60]. P is sparse, with at most 4 nonzero
entries per row. The order-w DBC, DCw(H), for genomic sequence H has transition
probabilities

pij =
ec ((xi, xj), H)

occ (xi, H)
, occ (xi, H) > 0. Genomic sequences are sufficiently large and

diverse in their composition to ensure occurrence of all words in Sw for reasonably small
w ∈ [1..5]. Any DBC generating such a sequence is irreducible. We also assume that
DBCs generating genomic sequences are aperiodic with finite state space, and hence,
recurrent non-null. Thus, we assume that all DBCs are ergodic and hence that there is
a unique stationary distribution π = (πi) on Sw satisfying πP = π [60]. Ergodicity may
not hold in the case of a short genomic sequence consisting of systematic repeats of a
small number of length-w words.

For a genome G and a genomic sequenceH taken from G, a genomic signature forH
is a function θ , mapping H to a mathematical structure θ(H). Ideally, θ(H) is efficiently
computable and can identify sufficiently large substrings that come from G and
accurately identify the origin genome G of H from a set of genomes by using θ(H).

Preliminaries
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is a function θ , mapping H to a mathematical structure θ(H). Ideally, θ(H) is efficiently
computable and can identify sufficiently large substrings that come from G and
accurately identify the origin genome G of H from a set of genomes by using θ(H).

6

Previously, we [36, 37] defined several signatures computed from the structure of the
DBC and evaluated these and other signatures, such as the word frequency vector
(θwfv) and the dinucleotides odds ratio signature (θdor). We studied the behavior of the
θdbc signature and presented associated empirical results [37].

Let H ∈ Σ∗
DNA have length |H| = n. Fixing word length w ≥ 1, we obtain DBw(H),

with associated vc (xi, H) and ec ((xi, xj), H). Let ψ ≥ 0 be an integer threshold. Let
E≤ψ = {(i, j) ∈ E | ec ((i, j), H) ≤ ψ}, be the set of edges with counts at most ψ. Then
edge deletion is the process of deleting edges in E≤ψ from DBw , while varying ψ from
0 to Ξ = max{ec ((i, j), H) | (i, j) ∈ E} and deleting edges with tied counts in arbitrary
order. As ψ increases from 0 to Ξ, the number of isolated vertices increases from 0 to
l. Define the ordered vertex isolation frequency vector θovif as the l-vector whose ith

component is the frequency of the last edge whose deletion isolates vertex labeled with
the ith string in lexicographic order. The de Bruijn chain signature θdbc is the 2l-vector
π̂w · θovifw /4w−1, where π̂w is the estimated stationary distribution for the order-w de
Bruijn chain and ‘·’ represents vector concatenation. Figure 2 illustrates the construction
of the θdbc signature.
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Fig 2. Construction of the θdbc signature.

For example, consider the E. coli K12 genome. The order-2 transition matrix for this
sequence is as follows:

AA AC AG AT CA CC CG CT GA GC GG GT TA TC TG TT
0.322 0.243 0.187 0.245 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0.228 0.291 0.285 0.195 0 0 0 0 0 0 0 0
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0 0 0 0 0.317 0.176 0.321 0.187 0 0 0 0 0 0 0 0
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For the given transition matrix, the order-2 stationary distribution is
⟨0.073 0.055 0.051 0.066 0.069

0.058 0.074 0.051 0.057 0.082 0.058 0.055 0.045 0.057 0.069 0.073⟩. The corresponding θovif2

signature is
⟨0.325 0.291 0.340 0.324 0.321 0.321 0.332 0.438 0.324 0.342 0.342 0.322 0.325 0.313 0.438 0.323⟩.
Therefore, the θdbc2 signature for this species is the concatenation of the above two
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signature is
⟨0.325 0.291 0.340 0.324 0.321 0.321 0.332 0.438 0.324 0.342 0.342 0.322 0.325 0.313 0.438 0.323⟩.
Therefore, the θdbc2 signature for this species is the concatenation of the above two
vectors.

Our results have indicated that the performance of θdbc is better than the individual

6

Previously, we [36, 37] defined several signatures computed from the structure of the
DBC and evaluated these and other signatures, such as the word frequency vector
(θwfv) and the dinucleotides odds ratio signature (θdor). We studied the behavior of the
θdbc signature and presented associated empirical results [37].

Let H ∈ Σ∗
DNA have length |H| = n. Fixing word length w ≥ 1, we obtain DBw(H),

with associated vc (xi, H) and ec ((xi, xj), H). Let ψ ≥ 0 be an integer threshold. Let
E≤ψ = {(i, j) ∈ E | ec ((i, j), H) ≤ ψ}, be the set of edges with counts at most ψ. Then
edge deletion is the process of deleting edges in E≤ψ from DBw , while varying ψ from
0 to Ξ = max{ec ((i, j), H) | (i, j) ∈ E} and deleting edges with tied counts in arbitrary
order. As ψ increases from 0 to Ξ, the number of isolated vertices increases from 0 to
l. Define the ordered vertex isolation frequency vector θovif as the l-vector whose ith

component is the frequency of the last edge whose deletion isolates vertex labeled with
the ith string in lexicographic order. The de Bruijn chain signature θdbc is the 2l-vector
π̂w · θovifw /4w−1, where π̂w is the estimated stationary distribution for the order-w de
Bruijn chain and ‘·’ represents vector concatenation. Figure 2 illustrates the construction
of the θdbc signature.
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performances of π̂ and θovif . Visualize the components of the θovifw signature as
weights on the edges of an edge cover of DBw(H). In the edge cover, each vertex
remains connected through the strongest edge (edge with highest frequency) incident
on it. Figure 3 illustrates this point. For two vector-based signatures θ1 and θ2, d (θ1, θ2)
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Fig 3. Edge cover example. (a) The binary de Bruijn graph of order 3. (b) The edge cover from which values for individual
components of θovif3 are taken.

is the L1 metric in l-dimensional real space and R(θ1, θ2) is the Pearson correlation
coefficient.

Here, we describe the algorithm used to detect the origin of unknown genomic
sequences using the θdbc signature and study its performance with varying sequence
length. We also propose a mathematical framework for characterizing the θdbc

signature (see Theory Section) and explore more properties of this signature while
comparing it with the θdor and θwcv signatures (see Results Section).

Results

To evaluate the θdbc signature and to compare its accuracy in sequence origin prediction
with that of existing signatures, we used bacterial and eukaryotic genomic sequences.
First, we compiled a list L1 of diverse genomic sequences of various lengths including α-
proteobacteria (APB), infectious bacteria, and eukaryotes (Table 1). Second, we collected

Table 1. List L1 of genomic sequences in the set of diverse species

Species Acronym Sequence length NCBI identifier
R. leguminosarum RL 5.1 Mb NC_008380

E. litoralis EL 3.1 Mb NC_007722
M. leprae ML 3.3 Mb NC_002677.1

N. meningitidis NM 2.2 Mb NC_008767.1
P. falciparum PF chr 12, 2.3 Mb NC_004316.2
P. aeruginosa PA 6.4 Mb NC_002516.2
S. pneumoniae SP 2.1 Mb NC_008533.1

E.coli EC 4.7 Mb NC_000913
C. elegans CE chr 1, 15.3 Mb NC_003279
H. sapiens HS chr 1, 228.7 Mb AC_000044
A. thaliana AT chr 4, 18.8 Mb NC_003075
S. cerevisiae SC chr 4, 1.6 Mb NC_001136

a set of 52 APB genomes including multiple strains of several species to build a collection
of genomic sequences derived from closely related species. Of these 52 sequences, the
20 that were used to randomly sample shorter sequences for origin prediction are listed in
Table 2 (List L2). Two databases of θdbc signatures were constructed; the first database
Ddbc

1 consisted of the signatures for the sequences in L1, while the second database
Ddbc

2 consisted of the signatures for the sequences of the 52 APB, E. coli, and the 4
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Table 2. List L2 of genomic sequences in the set of closely-related APB

Species Sequence length NCBI identifier
Wolbachia BM 1.1 Mb NC_006833

R. typhi 1.1 Mb NC_006142
A. marginale 1.2 Mb NC_004842

C. pelagibacter 1.3 Mb NC_007205
A. phagocytophilum 1.5 Mb NC_007797

B. suis chr 1, 2.1 Mb NC_004310
G. bethesdensis 2.7 Mb NC_008343
P. denitrificans chr 1, 2.9 Mb NC_008686

E. litoralis 3.1 Mb NC_007722
S. alaskensis 3.4 Mb NC_008048
H. neptunium 3.8 Mb NC_008358
C. crescentus 4.1 Mb NC_002696
S. pomeroyi 4.2 Mb NC_003911

Jannaschia ssp. CCS1 4.4 Mb NC_007802
R. rubrum 4.4 Mb NC_007643

N. hamburgensis 4.5 Mb NC_007964
M. magneticum 5.0 Mb NC_007626
R. leguminosarum 5.1 Mb NC_008380

R. palustris 5.6 Mb NC_008435
M. loti 7.1 Mb NC_002678

higher eukaryotes from L1. Similar databases Ddor
1 and Ddor

2 corresponding to the θdor

signature, andDwcv
1 andDwcv

1 corresponding to the θwcv signaturewere also constructed.

Characterization of the accuracy of the θdbc signature in origin prediction

We tested the ability of the θdbc signature to distinguish between distant species in [37]
using Ddbc

1 , orders 2 − 5, and sample sequence lengths 10 kb, 25 kb, 50 kb, and 100 kb.
For each ⟨order, length⟩ combination, 100 sequences were randomly sampled from each
organism inL1. For each sampleX , the vector θdbcw (X)was correlated, using the Pearson
correlation coefficient, with all the θdbcw vectors inD1. Accuracywas computed as follows.
For a sample X , the matches to θdbcw (X) were ranked 1, 2, 3, . . . in decreasing order of
their correlation coefficients or increasing order of their distances. In a first hit scenario,
the origin is ranked 1. Depending on the scenario under consideration, the number of first
hits per 100 samples is the accuracy. For fixed order, we found that the accuracy of origin
prediction increases with increasing sample size, reaching 100% first hits at length 100
kb for all species at order 4 (Figure 3 in [37]). Intuitively, a larger sequence encodes more
information about the underlying DBC, which leads to the calculation of a θdbc signature
more representative of the origin. The θdbc signature appeared to be more conserved at
order 4 than at other orders. This coincides with the hypothesis behind the application
TETRA [22], which also attempts to discover the origin of unknown DNA sequences but
does not work well with short sequences. Note that sufficient information about the
underlying DBC of order 4 can only be acquired from sequences of size 50 kb or higher
under our model; this is not helpful in identifying origins of short DNA sequences. A short
sequence contains maximum information about the underlying DBC of order 1. Although
the θdbc1 signature is computable in less time than higher order signatures, it encodes
information about mononucleotides only, which is insufficient to accurately predict origin.
So, for identification of the origin of short DNA sequences, we use the more accurate and
origin-representative order-2 signature θdbc2 .
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Figure 4 shows the distributions of the Pearson correlation coefficients between the
θdbc2 signature of a sample sequence and the θdbc2 signatures of other sequences in the
database including those of the origin of the sample sequence. For each species on the x-
axis, there are 2 box and whisker plots generated as follows. 100 samples of length 50 kb
each are randomly sampled from the genome of each species. The correlation of the θdbc2

signature of each sample with the θdbc2 signature of its origin is binned separately from its
correlations with the θdbc2 signatures of all other organisms. The distribution of numbers
in each bin is represented by a box and whisker plot along the y-axis. The smaller box
plots with medians close to 1 and small ranges between the first quartile and the third
quartile represent the distribution of correlations of signatures of sample sequenceswith
the signatures of their origin. The larger box plots with large ranges between their first
and third quartiles and smaller medians represent the distribution of correlations with
species other than the origin. These data demonstrate that the θdbc signature retains
features unique to each organism and can differentiate between the origin and other
species. It is highly conserved within a genome and differs between genomes.
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Second, we tested the ability of θdbc to distinguish between genomic sequences from
closely-related species and different strains of the same species usingD2 (57 signatures)
as the database, and the 20 sequences in L2 for sampling. Results are presented for
sample sequences of lengths 10 kb and 50 kb in Figure 5 in [37]. We observed that the
order-2 θdbc signature is better at distinguishing between closely related species than
θdbc signatures of higher order.

The accuracy of θdbc2 for both test cases is summarized in Figure 5. For list L1, a
median accuracy greater than 90% is achieved for sequences as short as 5 kb. Median
accuracy increases steadily with sample size and is 100% at a sample length of 50 kb.
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Fig 5. Summary of accuracy of first hits of θdbc2 in both experiments using (a) Species in L1, (b) Species in L2. (c) Listing of
median first hit accuracies of origin prediction for various sample sequence lengths using θdbc2 . The hyphens indicate
placeholders for entries that were computed not for 100 samples, but for a lesser number of samples, and hence, are not
shown here.

For the human genome, the θdbc2 signature consistently does not perform well. This issue
is addressed in the Comparison of Performances Section, where we compare different
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signatures and discuss conservation of specific features in each genome. Distinguishing
between closely-related species is a harder task than distinguishing between diverse-
species. The signature must capture subtle differences at a much finer scale between
two closely-related sequences to be able to tell them apart. Hence, the reduced accuracy
in case of list L2 is expected. In case of list L1, a median accuracy greater than 84% is
achieved for sequences of length 10 kb, and improves to almost 100% on increasing the
sample sequence size to 50 kb. We note that sample sequences of length 20 kb are
sufficient to predict the origin with reasonably high accuracy.

Comparison of performances of θdbc, θdor, and θwcv signatures

We compared the accuracy of the three signatures θdbc, θdor , and θwcv in predicting the
origin of short DNA segments. The same methods and terminologies as described in
Section have been used. Order 2 signatures were used for several reasons. In Section ,
we found order-2 DBCs to be most representative of the origin in the case of short
sequences and the corresponding θdbc2 to be more quickly computable than higher order
signatures. Also, the θdor signature has an underlying order of 2, hence, using the same
order for its competitors is fair.

First, the ability of all three signatures to distinguish between highly separated
species was tested using the list L1 for sampling and D1 databases for each type of
signature. Shorter sequence samples of lengths 5 kb, 10 kb, and 20 kb were used.
Figure 6(a), (b), and (c) illustrate the results. 100 subsequences were randomly sampled
from each of the 12 diverse species on the x-axis. All three signatures were computed
using each sample and correlated to their respective D1 databases of signatures. The
accuracy of first hits are recorded on the y-axis.

Observe that the θdbc2 signature outperforms the θdor signature for all sequence
lengths by demonstrating better accuracy in the case of 8/12, 9/12, and 8/12 species
for sequence lengths 5 kb, 10 kb, and 20 kb, respectively. The θdbc2 signature also
outperforms the θwcv

2 signature for all sequence lengths by demonstrating better
accuracy in the case of 9/12, 10/12, and 11/12 species for sequence lengths 5 kb, 10
kb, and 20 kb, respectively. The only genomes for which θdbc2 consistently demonstrates
worse accuracy than θdor are NM, EC, and HS. Of particular interest is the HS (Homo
sapiens) genome, where the θdor signature appears to be very well conserved
demonstrating almost 100% accuracy irrespective of the sample sequence length. In
the rest of the genomes (RL, EL, ML, PF, PA, SP, CE, AT, SC), the θdbc2 signature is better
conserved than the θdor signature. Compared with the θwcv

2 signature, the θdbc2

signature consistently performs worse only in case of CE. For all other species, the
accuracy of the θdbc2 signature is better than or equal to that of the θwcv

2 signature.
Consider Figure 7. In Figure 7(a), for each species on the x-axis, the y-axis plots the
number of samples out of 100 for each sequence length, where θdbc2 outperformed the
θdor signature in predicting the origin of the sample. Observe that with decreasing
sequence length, the relative predictive accuracy of θdbc2 increases and is an advantage
over that of the θdor signature. The exceptions are the three species pointed out above
where θdor is more well-conserved than θdbc2 . The same behavior is repeated in the case
of the comparison between prediction accuracies of θdbc2 and θwcv

2 in Figure 7(b) with CE
being the only exception.

Next, we compared the abilities of the three signatures to distinguish between
closely-related species while using the list L2 for sampling and the D2 databases for
each type of signature. Short sequence samples of lengths 5 kb, 10 kb, and 20 kb were
used. Figure 6(d), (e), and (f) illustrate the results. The same method was followed as in
the previous case of diverse species. The accuracy of first hits are recorded on the
y-axis.
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For the human genome, the θdbc2 signature consistently does not perform well. This issue
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Fig 6. Accuracy of first hits of θdbc2 , θdor , and θwcv
2 signatures. 100 Sample sequences of lengths (a) 5 kb, (b) 10 kb, and (c) 20

kb have been used from each species from the list L1 of diverse species on the x-axis. 100 Sample sequences of lengths (d)
5 kb, (e) 10 kb, and (f) 20 kb have been used from each species from the list L2 of closely related APB on the x-axis. The
y-axis represents the number of first hits out of 100. The legends in the plots indicate specific data for each signature.

The database, in this case, contains 52 species from the same family (APB) and 5 other
diverse species. Figure 6(d), (e), and (f) illustrate that the θdbc2 signature outperforms
both θdor and θwcv

2 signatures in the case of all sequence lengths with better predictive
accuracy for 15/20 species against the θdor signature and an average better accuracy
of 16.33/20 species against the θwcv

2 signature. The θdor signature appears consistently
more well-conserved than the θdbc2 signature in the case ofWolbachia. In the comparison
between the θdbc2 and θwcv

2 signatures, the θdbc2 signature is consistently at least as well
conserved as its competitor in all species but that of B. suis. Even in the case of closely-
related species, the relative accuracy of the θdbc2 signature increases with decreasing
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Fig 6. Accuracy of first hits of θdbc2 , θdor , and θwcv
2 signatures. 100 Sample sequences of lengths (a) 5 kb, (b) 10 kb, and (c) 20

kb have been used from each species from the list L1 of diverse species on the x-axis. 100 Sample sequences of lengths (d)
5 kb, (e) 10 kb, and (f) 20 kb have been used from each species from the list L2 of closely related APB on the x-axis. The
y-axis represents the number of first hits out of 100. The legends in the plots indicate specific data for each signature.

The database, in this case, contains 52 species from the same family (APB) and 5 other
diverse species. Figure 6(d), (e), and (f) illustrate that the θdbc2 signature outperforms
both θdor and θwcv

2 signatures in the case of all sequence lengths with better predictive
accuracy for 15/20 species against the θdor signature and an average better accuracy
of 16.33/20 species against the θwcv

2 signature. The θdor signature appears consistently
more well-conserved than the θdbc2 signature in the case ofWolbachia. In the comparison
between the θdbc2 and θwcv

2 signatures, the θdbc2 signature is consistently at least as well
conserved as its competitor in all species but that of B. suis. Even in the case of closely-
related species, the relative accuracy of the θdbc2 signature increases with decreasing
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Fig 6. Accuracy of first hits of θdbc2 , θdor , and θwcv
2 signatures. 100 Sample sequences of lengths (a) 5 kb, (b) 10 kb, and (c) 20

kb have been used from each species from the list L1 of diverse species on the x-axis. 100 Sample sequences of lengths (d)
5 kb, (e) 10 kb, and (f) 20 kb have been used from each species from the list L2 of closely related APB on the x-axis. The
y-axis represents the number of first hits out of 100. The legends in the plots indicate specific data for each signature.

The database, in this case, contains 52 species from the same family (APB) and 5 other
diverse species. Figure 6(d), (e), and (f) illustrate that the θdbc2 signature outperforms
both θdor and θwcv

2 signatures in the case of all sequence lengths with better predictive
accuracy for 15/20 species against the θdor signature and an average better accuracy
of 16.33/20 species against the θwcv

2 signature. The θdor signature appears consistently
more well-conserved than the θdbc2 signature in the case ofWolbachia. In the comparison
between the θdbc2 and θwcv

2 signatures, the θdbc2 signature is consistently at least as well
conserved as its competitor in all species but that of B. suis. Even in the case of closely-
related species, the relative accuracy of the θdbc2 signature increases with decreasing
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2

Fig 6. Accuracy of first hits of θdbc2 , θdor , and θwcv
2 signatures. 100 Sample sequences of lengths (a) 5 kb, (b) 10 kb, and (c) 20

kb have been used from each species from the list L1 of diverse species on the x-axis. 100 Sample sequences of lengths (d)
5 kb, (e) 10 kb, and (f) 20 kb have been used from each species from the list L2 of closely related APB on the x-axis. The
y-axis represents the number of first hits out of 100. The legends in the plots indicate specific data for each signature.

The database, in this case, contains 52 species from the same family (APB) and 5 other
diverse species. Figure 6(d), (e), and (f) illustrate that the θdbc2 signature outperforms
both θdor and θwcv

2 signatures in the case of all sequence lengths with better predictive
accuracy for 15/20 species against the θdor signature and an average better accuracy
of 16.33/20 species against the θwcv

2 signature. The θdor signature appears consistently
more well-conserved than the θdbc2 signature in the case ofWolbachia. In the comparison
between the θdbc2 and θwcv

2 signatures, the θdbc2 signature is consistently at least as well
conserved as its competitor in all species but that of B. suis. Even in the case of closely-
related species, the relative accuracy of the θdbc2 signature increases with decreasing

13

0

5

10

15

20

25

30

35

R
. 

le
g

u
m

in
o

s
a

ru
m

E
. 

lit
o

ra
lis

M
. 

le
p

ra
e

N
. 

m
e

n
in

g
it
id

is

P
. 

fa
lc

ip
a

ru
m

P
. 

a
e

ru
g

in
o

s
a

S
. 

p
n

e
u

m
o

n
ia

e

E
. 

c
o

li

C
. 

e
le

g
a

n
s

H
. 

s
a

p
ie

n
s

A
. 

th
a

lia
n

a

S
. 

c
e

re
v
is

ia
e

A
c
c
u

ra
c
y
 o

f 
fi
rs

t 
h

it
s
 (

%
) 5 Kb

10 Kb

20 Kb

0

10

20

30

40

50

60

R
. 

le
g

u
m

in
o

s
a

ru
m

E
. 

lit
o

ra
lis

M
. 

le
p

ra
e

N
. 

m
e

n
in

g
it
id

is

P
. 

fa
lc

ip
a

ru
m

P
. 

a
e

ru
g

in
o

s
a

S
. 

p
n

e
u

m
o

n
ia

e

E
. 

c
o

li

C
. 

e
le

g
a

n
s

H
. 

s
a

p
ie

n
s

A
. 

th
a

lia
n

a

S
. 

c
e

re
v
is

ia
e

5 Kb

10 Kb

20 Kb

(a) θdbc2 vs. θdor (b) θdbc2 vs. θwcv
2

Fig 7. Comparison of relative accuracies of (a) θdbc2 and θdor2 and (b) θdbc2 and θwcv
2 for sequence lengths 5 kb, 10 kb, and 20 kb.

For each species on the x-axis, the y-axis represents the number of samples out of 100 where the θdbc2 signature outperforms
its competitor.

sequence length as is demonstrated by the data in Figure 8.
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Fig 8. Comparison of relative accuracies of (a) θdbc2 and θdor and (b) θdbc2 and θwcv
2 for sequence lengths 5 kb, 10 kb, and 20 kb

randomly sampled from APB. For each species on the x-axis, the y-axis represents the number of samples out of 100 where
the θdbc2 signature outperforms its competitor.

A more formal statistical comparison of the accuracy of these signatures using the
Wilcoxon signed rank test is summarized in Table 3. While differentiating between
diverse species, for sequence length < 20 kb, the median accuracy of θdbc2 is greater
than the median accuracy of θwcv

2 to a statistically significant extent. While
differentiating between closely-related species, the same can be said for sequence
length < 5 kb. θdbc2

and θdor are more evenly matched than θdbc2 and θwcv
2 in case of diverse species,

whereas in case of closely-related species, the θdbc2 signature clearly outperforms the
θdor signature to a statistically significant extent.

For the order-2 signatures above, Figure 9 summarizes the median accuracy of
prediction of first hits in the case of both lists L1 and L2 and varying sequence lengths
of 5 kb, 10 kb, and 20 kb. Observe that in all cases, the θdbc2 signature outperforms the
θdor signature, which in turn outperforms the θwcv

2 signature.

Combining the powers of θdbc2 and θdor

In the Comparison of Performances Section, we demonstrated that, in predicting the
origin of an unknown DNA sequence, the θdbc2 signature has greater accuracy than the
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Fig 7. Comparison of relative accuracies of (a) θdbc2 and θdor2 and (b) θdbc2 and θwcv
2 for sequence lengths 5 kb, 10 kb, and 20 kb.

For each species on the x-axis, the y-axis represents the number of samples out of 100 where the θdbc2 signature outperforms
its competitor.

sequence length as is demonstrated by the data in Figure 8.
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Fig 8. Comparison of relative accuracies of (a) θdbc2 and θdor and (b) θdbc2 and θwcv
2 for sequence lengths 5 kb, 10 kb, and 20 kb

randomly sampled from APB. For each species on the x-axis, the y-axis represents the number of samples out of 100 where
the θdbc2 signature outperforms its competitor.

A more formal statistical comparison of the accuracy of these signatures using the
Wilcoxon signed rank test is summarized in Table 3. While differentiating between
diverse species, for sequence length < 20 kb, the median accuracy of θdbc2 is greater
than the median accuracy of θwcv

2 to a statistically significant extent. While
differentiating between closely-related species, the same can be said for sequence
length < 5 kb. θdbc2

and θdor are more evenly matched than θdbc2 and θwcv
2 in case of diverse species,

whereas in case of closely-related species, the θdbc2 signature clearly outperforms the
θdor signature to a statistically significant extent.

For the order-2 signatures above, Figure 9 summarizes the median accuracy of
prediction of first hits in the case of both lists L1 and L2 and varying sequence lengths
of 5 kb, 10 kb, and 20 kb. Observe that in all cases, the θdbc2 signature outperforms the
θdor signature, which in turn outperforms the θwcv

2 signature.

Combining the powers of θdbc2 and θdor

In the Comparison of Performances Section, we demonstrated that, in predicting the
origin of an unknown DNA sequence, the θdbc2 signature has greater accuracy than the
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Table 3. Wilcoxon signed rank test results comparing the accuracies of different signatures. For instance, for list L1 and
signatures θdbc2 and θdor , X is an accuracy vector of length 12 for θdbc2 and Y is an accuracy vector of length 12 for θdor . The
null hypothesis being tested here is H0 : median_accuracy(Sign 1)=median_accuracy(Sign 2). The alternate hypothesis is H1 :
median_accuracy(Sign 1)>median_accuracy(Sign 2).

List Sequence
length

Sign 1 (X) Sign 2 (Y) Mean
difference

Signed
rank

p-value (One
sided)

AcceptH1?
(α = 0.05)

L1 5 kb θdbc2 θdor +3.08 37 0.0314 Yes
L1 5 kb θdbc2 θwcv

2 +4.92 58 0.0052 Yes
L1 10 kb θdbc2 θdor +2.75 34 0.0681 No
L1 10 kb θdbc2 θwcv

2 +2.66 31 0.0371 Yes
L1 20 kb θdbc2 θdor +2.08 25 0.1379 No
L1 20 kb θdbc2 θwcv

2 +2.67 32 0.011 Yes

L2 5 kb θdbc2 θdor +8.4 168 0.0009 Yes
L2 5 kb θdbc2 θwcv

2 +7.3 146 0.0017 Yes
L2 10 kb θdbc2 θdor +7.6 152 0.0023 Yes
L2 10 kb θdbc2 θwcv

2 +1.15 23 0.3372 No
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(a) List in Table 1 (b) List in Table 2
Fig 9. Comparison of median first hit accuracies of origin prediction for θdbc2 , θdor , and θwcv

2 signatures. The x-axis represents
sample sequence lengths. The y-axis represents accuracy of first hits.

θdor and θwcv
2 signatures. The objective of this work is not to introduce yet another

genomic signature. We are interested in exploring aspects of construction of a genome
that make it unique. So far, we have been successful in discovering some such aspects
through the θdbc signature.

To reiterate our observations from Section , the θdbc2 demonstrates high accuracy
when sample sequences of length 20 kb or higher are available, both in differentiating
between far-away species and closely-related species. It is the case when much
shorter samples are present and the accuracy drops. To test whether an even greater
accuracy of origin prediction for short sequences can be achieved, we combined the
θdbc2 and θdor signatures. We tried three different methods of doing the above. We
concatenated the two signatures into one vector and used Pearson correlations to
determine the closest species. This method works no better than using individual θdbc2

signatures. Working with the sum of the Pearson correlation distance and the
normalized L1-distance, separately computed, did not yield better results either.
However, using the product of the Pearson correlation distance and the normalized
δ-distance, separately computed, appears to produce a better accuracy than using the
θdbc2 signature alone, in the case of differentiating between far-away species as
observed in Figure 10.

However, the same method does not demonstrate substantially higher accuracy
than the θdbc2 signature in differentiating between closely-related species. We make
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Table 3. Wilcoxon signed rank test results comparing the accuracies of different signatures. For instance, for list L1 and
signatures θdbc2 and θdor , X is an accuracy vector of length 12 for θdbc2 and Y is an accuracy vector of length 12 for θdor . The
null hypothesis being tested here is H0 : median_accuracy(Sign 1)=median_accuracy(Sign 2). The alternate hypothesis is H1 :
median_accuracy(Sign 1)>median_accuracy(Sign 2).

List Sequence
length

Sign 1 (X) Sign 2 (Y) Mean
difference

Signed
rank

p-value (One
sided)

AcceptH1?
(α = 0.05)

L1 5 kb θdbc2 θdor +3.08 37 0.0314 Yes
L1 5 kb θdbc2 θwcv

2 +4.92 58 0.0052 Yes
L1 10 kb θdbc2 θdor +2.75 34 0.0681 No
L1 10 kb θdbc2 θwcv

2 +2.66 31 0.0371 Yes
L1 20 kb θdbc2 θdor +2.08 25 0.1379 No
L1 20 kb θdbc2 θwcv

2 +2.67 32 0.011 Yes

L2 5 kb θdbc2 θdor +8.4 168 0.0009 Yes
L2 5 kb θdbc2 θwcv

2 +7.3 146 0.0017 Yes
L2 10 kb θdbc2 θdor +7.6 152 0.0023 Yes
L2 10 kb θdbc2 θwcv

2 +1.15 23 0.3372 No
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Fig 9. Comparison of median first hit accuracies of origin prediction for θdbc2 , θdor , and θwcv

2 signatures. The x-axis represents
sample sequence lengths. The y-axis represents accuracy of first hits.

θdor and θwcv
2 signatures. The objective of this work is not to introduce yet another

genomic signature. We are interested in exploring aspects of construction of a genome
that make it unique. So far, we have been successful in discovering some such aspects
through the θdbc signature.

To reiterate our observations from Section , the θdbc2 demonstrates high accuracy
when sample sequences of length 20 kb or higher are available, both in differentiating
between far-away species and closely-related species. It is the case when much
shorter samples are present and the accuracy drops. To test whether an even greater
accuracy of origin prediction for short sequences can be achieved, we combined the
θdbc2 and θdor signatures. We tried three different methods of doing the above. We
concatenated the two signatures into one vector and used Pearson correlations to
determine the closest species. This method works no better than using individual θdbc2

signatures. Working with the sum of the Pearson correlation distance and the
normalized L1-distance, separately computed, did not yield better results either.
However, using the product of the Pearson correlation distance and the normalized
δ-distance, separately computed, appears to produce a better accuracy than using the
θdbc2 signature alone, in the case of differentiating between far-away species as
observed in Figure 10.

However, the same method does not demonstrate substantially higher accuracy
than the θdbc2 signature in differentiating between closely-related species. We make
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Fig 10. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L1. Sequences of lengths (a) 1 kb, (b) 2 kb, (c) 5 kb, and (d) 10 kb have been used.

this observation based on the results in in Figure 11. In fact, in this case, accuracy drops
to less than 25% for most species when the sample sequence length is approximately 1
kb, which is why results corresponding to such short sequences are not shown.
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Fig 11. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L2. Sequences of lengths (a) 5 kb and (b) 10 kb have been used.

Relationship between genome size and accuracy of origin prediction

Next, we explored pairwise relationships between genome size and efficiency of first hits
of the θdbc2 signature using sequence samples of length 10 kb. Figure 12 presents relevant
scatter plots. Plot (a) is for 11 out of 12 genomes in L1 (the human genome was not used
as it was an outlier that disrupted the otherwise observed correlations, because of its
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Fig 10. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L1. Sequences of lengths (a) 1 kb, (b) 2 kb, (c) 5 kb, and (d) 10 kb have been used.

this observation based on the results in in Figure 11. In fact, in this case, accuracy drops
to less than 25% for most species when the sample sequence length is approximately 1
kb, which is why results corresponding to such short sequences are not shown.
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2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L2. Sequences of lengths (a) 5 kb and (b) 10 kb have been used.

Relationship between genome size and accuracy of origin prediction

Next, we explored pairwise relationships between genome size and efficiency of first hits
of the θdbc2 signature using sequence samples of length 10 kb. Figure 12 presents relevant
scatter plots. Plot (a) is for 11 out of 12 genomes in L1 (the human genome was not used
as it was an outlier that disrupted the otherwise observed correlations, because of its
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this observation based on the results in in Figure 11. In fact, in this case, accuracy drops
to less than 25% for most species when the sample sequence length is approximately 1
kb, which is why results corresponding to such short sequences are not shown.

0

20

40

60

80

100

W
o

lb
a

c
h

ia
 B

M

R
. 

ty
p

h
i

A
. 

m
a

rg
in

a
le

C
. 

p
e

la
g

ib
a

c
te

r

A
. 

p
h

a
g

o
c
y
to

p
h

ilu
m

B
.s

u
is

G
. 

b
e

th
e

s
d

e
n

s
is

P
. 

d
e

n
it
ri
fi
c
a

n
s

E
. 

lit
o

ra
lis

S
. 

a
la

s
k
e

n
s
is

H
. 

n
e

p
tu

n
iu

m

C
. 

c
re

s
c
e

n
tu

s

S
. 

p
o

m
e

ro
y
i

J
a

n
n

a
s
c
h

ia

R
. 

ru
b

ru
m

N
. 

h
a

m
b

u
rg

e
n

s
is

M
. 

m
a

g
n

e
ti
c
u

m

R
. 

le
g

u
m

in
o

s
a

ru
m

R
. 

p
a

lu
s
tr

is

M
.l
o

ti

A
c
c
u
ra

c
y
 o

f 
fi
rs

t 
h
it
s
 (

%
)

θ
dbc

2

θ
comb

2

0

20

40

60

80

100

W
o

lb
a

c
h

ia
 B

M

R
. 

ty
p

h
i

A
. 

m
a

rg
in

a
le

C
. 

p
e

la
g

ib
a

c
te

r

A
. 

p
h

a
g

o
c
y
to

p
h

ilu
m

B
.s

u
is

G
. 

b
e

th
e

s
d

e
n

s
is

P
. 

d
e

n
it
ri
fi
c
a

n
s

E
. 

lit
o

ra
lis

S
. 

a
la

s
k
e

n
s
is

H
. 

n
e

p
tu

n
iu

m

C
. 

c
re

s
c
e

n
tu

s

S
. 

p
o

m
e

ro
y
i

J
a

n
n

a
s
c
h

ia

R
. 

ru
b

ru
m

N
. 

h
a

m
b

u
rg

e
n

s
is

M
. 

m
a

g
n

e
ti
c
u

m

R
. 

le
g

u
m

in
o

s
a

ru
m

R
. 

p
a

lu
s
tr

is

M
.l
o

ti

A
c
c
u

ra
c
y
 o

f 
fi
rs

t 
h

it
s
 (

%
)

θ
dbc

2

θ
comb

2

(a) (b)
Fig 11. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L2. Sequences of lengths (a) 5 kb and (b) 10 kb have been used.

Relationship between genome size and accuracy of origin prediction

Next, we explored pairwise relationships between genome size and efficiency of first hits
of the θdbc2 signature using sequence samples of length 10 kb. Figure 12 presents relevant
scatter plots. Plot (a) is for 11 out of 12 genomes in L1 (the human genome was not used
as it was an outlier that disrupted the otherwise observed correlations, because of its
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Fig 10. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L1. Sequences of lengths (a) 1 kb, (b) 2 kb, (c) 5 kb, and (d) 10 kb have been used.

this observation based on the results in in Figure 11. In fact, in this case, accuracy drops
to less than 25% for most species when the sample sequence length is approximately 1
kb, which is why results corresponding to such short sequences are not shown.
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Fig 11. Comparison of the accuracies of the θdbc2 signature and the combination signature θcomb

2 of θdbc2 and θdor in predicting
origins of unknown short sequences from L2. Sequences of lengths (a) 5 kb and (b) 10 kb have been used.

Relationship between genome size and accuracy of origin prediction

Next, we explored pairwise relationships between genome size and efficiency of first hits
of the θdbc2 signature using sequence samples of length 10 kb. Figure 12 presents relevant
scatter plots. Plot (a) is for 11 out of 12 genomes in L1 (the human genome was not used
as it was an outlier that disrupted the otherwise observed correlations, because of its
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large size), while plot (b) is for the 20 APB. Observe that the efficiency of θdbc is negatively
correlated with genome size in both sets, using Pearson correlation coefficients.
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Fig 12. Relationships between genome size and efficiency of first hits of θdbc2 . (a) and (b)
demonstrate results for the 11 species in Table 1 and the 20 APB, respectively.

Theory

In this section, we build a theoretical framework to analyze distances between θdbc2

signatures in terms of the parameters of the DBCs generating them. The results for
higher order θdbc signatures can be derived in a similar manner as θdbc2 signatures. Let
DC be an ergodic, order-2 DBC. LetH be a sequence generated by DC, where |H| = n. If
xi, xj ∈ S2, the probability of transition from state xi to state xj is given by pi,j , while
the stationary probability for xi is π̂xi

.
As defined in the Preliminaries Section, the θdbc2 signature is a concatenation of the

π̂2 signature and the θovif2 /4 signature. First we develop a framework for characterizing
π̂2.

Framework for bounding the distance between π̂2 signatures derived from
sequences generated by the same DBC

Let H be a long DNA sequence generated by an order-w DBC with irreducible transition
matrix P and stationary distribution π̂w(H). Let h be a much shorter subsequence of H
with transition matrix P ′ and stationary distribution π̂w(h). Assuming that P ′ is
irreducible, P ′ is a perturbed form of P . When P and P ′ are close, the distance between
π̂w(H) and π̂w(h) is very small and can be bound.

Solan and Vieille [61] have defined a measure of closeness of P ′ to P . They define ζ

as ζP = minC⊂Sw

∑
s∈C

π̂w(H)P (C̄|s). They state that P ′ is ((ϵ, b))-close to P if for all

pairs of states s, t ∈ Sw , |1− P ′(t|s)/P (t|s)| ≤ b whenever (a) π̂w
s (H)P (t|s) ≥ ϵζP or

(b) π̂w
s (H)P ′(t|s) ≥ ϵζP . Let L =

|Sw|−1∑
i=1

(
|Sw|
i

)
i|S

w|. Then, if b ∈ (0, 1/2|S
w|) and

ϵ ∈
(
0,

b(1− b)

L|Sw|4

)
, for every transition matrix P ′ that is (ϵ, b)-close to P , (i) P ′ is

irreducible and (ii) Its stationary distribution π̂w(h) satisfies |1− π̂w
s (h)/π̂

w
s (H)| ≤ 18bL.

A detailed proof of the above lemma can be found in Solan and Vieille [61].
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From the above discussion, it is clear that for a genomic sequence H generated by
order-w DBC DC and its much smaller subsequence h, the stationary distribution of DC
can be accurately represented by π̂w(H) and closely approximated by π̂w(h). Therefore,
the estimated stationary distribution of the DBC that generates a genomic sequence, can
serve as a genomic signature.

Our results [37] (not shown here) suggest that θwfv
w (H) ≈ π̂w(H), and

π̂w(h) ≈ π̂w(H), while θwfv
w (h) might not display such similarity to either θwfv

w (H) or
π̂w(H). This property is conserved for a wide range of lengths of h (tested for ≥ 5 kb).
In Theorem 1, we bound the distance between the stationary distributions derived from
the transition matrices of sequences generated by the same DBC. First, we prove the
following lemma.

Lemma 1. Let H be a genomic sequence of length n generated by an order 2 DBC with
underlying stationary distribution π. Assume that the number of occurrences of a
dinucleotide x has a Poisson distribution with mean nπx. Let π̂x be the random variable
representing the stationary probability of x. Fix τ > 0 and T = nτ . Then

Pr [|π̂x − E [π̂x] | > τ ] < Lπ(x) + Uπ(x), where

Lπ(x) = exp

(
−T 2

2nπx

)
and Uπ(x) =


 e

T
nπx

(
1 + T

nπx

)1+ T
nπx

.




nπx

.

Proof. Let Xx be the random variable representing the number of occurrences of the
dinucleotide x. Then Xx can be expressed as a sum of n− 1 indicator random variables,
each representing the occurrence of x at a given position in the sequence. In particular,

Xx =

n−1∑
i=1

Xx(i), where Pr [Xx(i) = 1] is equal to πx for all i, and E [Xx] ≈ nπx. Now,

Pr [|π̂x − E [π̂x] | > τ ] = Pr [|Xx − E [Xx] | > nτ ] = Pr [|Xx − E [Xx] | > T ] .

Since Xx can be expressed as a sum of independent indicator random variables,
Chernoff’s bounds [62] are applicable. For the lower tail of the above probability, the
applicable Chernoff bound [62] is

Pr [Xx < (1− δ)µ] < e
−µδ2

2 , where µ = E [Xx] .

Using Pr [Xx − E [Xx] < −T ] = Pr [Xx < nπx − T ] = Pr [Xx < (1− δ)nπx] we get,

nπx − T = (1− δ)nπx or δ =
T

nπx
. Therefore, the lower tail probability is bounded as

follows:

Pr [Xx − E [Xx] < −T ] < exp
(
(−nπx/2) · (T/nπx)

2
)
= exp

(
−T 2/2nπx

)
= Lπ(x).

For the corresponding upper tail of the probability, the applicable Chernoff’s bound [62]
is

Pr [Xx > (1 + δ)µ] <
(
eδ

/
(1 + δ)1+δ.

)µ

Using Pr [Xx − E [Xx] > T ] = Pr [Xx > nπx + T ] = Pr [Xx > (1 + δ)nπx] we get

nπx + T = (1 + δ)nπxor δ =
T

nπx
. Therefore, the upper tail probability is bound as

follows:

Pr [Xx − E [Xx] > T ] <
(
e

T
nπx

/
(1 + T/nπx)

1+T/nπx

)nπx

= Uπ(x).

Combining the two tail probabilities proves the Lemma.
□

18

Theorem 1. LetH1 andH2 be genomic sequences of length n independently generated by
the same order 2 DBC with underlying stationary distribution π. Let π̂1 and π̂2 be the order
2 stationary distributions derived from the respective transition matrices of H1 and H2.
Assume that the number of occurrences of a dinucleotide x has a Poisson distribution
with mean nπ̂x. Then for τ > 0 and T = nτ ,

Pr
[
d
(
π̂1, π̂2

)
> 32τ

]
< 2 ·

∑
x∈S2

(Lπ(x) + Uπ(x)) .

Proof. Using the bound for the stationary distribution of each dinucleotide as derived in
Lemma 1 and applying the union bound we have

Pr
[∣∣π̂1 − E

[
π̂1

]∣∣ > 16T/n
]

≤
∑
x∈S2

(Lπ(x) + Uπ(x)) and

Pr
[∣∣π̂2 − E

[
π̂2

]∣∣ > 16T/n
]

≤
∑
x∈S2

(Lπ(x) + Uπ(x)) .

The expected value of π̂x for any x is the same in both sequencesH1 andH2. Therefore,
d
(
(π̂1 − E

[
π̂1

]
), (π̂2 − E

[
π̂2

]
)
)
= d

(
π̂1, π̂2

)
. Using the union bound we get,

Pr
[
d
(
π̂1, π̂2

)
> 32τ

]
= Pr

[
d
(
π̂1 − E

[
π̂1

]
, π̂2 − E

[
π̂2

])
> 32T/n

]

≤ Pr
[
|π̂1 − E

[
π̂1

]
| > 16T/n

]

+ Pr
[
|π̂2 − E

[
π̂2

]
| > 16T/n

]

= 2 ·
∑
x∈S2

(Lπ(x) + Uπ(x)) .

□
The quantity τ is indicative of the amount of separation that can exist in between

two signatures with high probability. The R.H.S. in Theorem 1 is the probability that the
separation exceeds a linear function of τ .

We study the nature of the bound in Theorem 1 as follows. In Figure 13(a), we have
plotted the distribution of T = nτ values using τ values computed from L1 distances
between sequences sampled from the same organism. Sequences of size 10 kilobases
were used. A set of genomic sequences were randomly selected. From each genomic
sequence 100 pairs of subsequences were independently sampled at random, their
stationary distributions were estimated, and the L1 distance between each pair of
stationary distributions was recorded. τ and subsequently, T values were computed
from this distance and their distribution plotted as in Figure 13(a). In Figure 13(b), the
theoretical bounds are simulated for different values of T and the upper bounds on
probability are plotted using n = 10000 and both uniform and non-uniform stationary
distributions. When T > 160 (approximately), the corresponding probability of
separation is very low. This illustrates the strong connection between the bound and
real data from genomes.

Framework for bounding the distance between θovif2 signatures derived
from sequences generated by the same DBC

We begin by characterizing the distribution of the transition probability between two
states. Let t be the transition σ1 . . . σw → σ2 . . . σw+1. Let X and Y be random variables
denoting the number of occurrences of α = σ1σ2 . . . σw+1 and β = σ1 . . . σw respectively

http://dx.doi.org/10.21622/ACE.2021.01.1.007
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Theorem 1. LetH1 andH2 be genomic sequences of length n independently generated by
the same order 2 DBC with underlying stationary distribution π. Let π̂1 and π̂2 be the order
2 stationary distributions derived from the respective transition matrices of H1 and H2.
Assume that the number of occurrences of a dinucleotide x has a Poisson distribution
with mean nπ̂x. Then for τ > 0 and T = nτ ,

Pr
[
d
(
π̂1, π̂2

)
> 32τ

]
< 2 ·

∑
x∈S2

(Lπ(x) + Uπ(x)) .

Proof. Using the bound for the stationary distribution of each dinucleotide as derived in
Lemma 1 and applying the union bound we have

Pr
[∣∣π̂1 − E

[
π̂1

]∣∣ > 16T/n
]

≤
∑
x∈S2

(Lπ(x) + Uπ(x)) and

Pr
[∣∣π̂2 − E

[
π̂2

]∣∣ > 16T/n
]

≤
∑
x∈S2

(Lπ(x) + Uπ(x)) .

The expected value of π̂x for any x is the same in both sequencesH1 andH2. Therefore,
d
(
(π̂1 − E

[
π̂1

]
), (π̂2 − E

[
π̂2

]
)
)
= d

(
π̂1, π̂2

)
. Using the union bound we get,

Pr
[
d
(
π̂1, π̂2

)
> 32τ

]
= Pr

[
d
(
π̂1 − E

[
π̂1

]
, π̂2 − E

[
π̂2

])
> 32T/n

]

≤ Pr
[
|π̂1 − E

[
π̂1

]
| > 16T/n

]

+ Pr
[
|π̂2 − E

[
π̂2

]
| > 16T/n

]

= 2 ·
∑
x∈S2

(Lπ(x) + Uπ(x)) .

□
The quantity τ is indicative of the amount of separation that can exist in between

two signatures with high probability. The R.H.S. in Theorem 1 is the probability that the
separation exceeds a linear function of τ .

We study the nature of the bound in Theorem 1 as follows. In Figure 13(a), we have
plotted the distribution of T = nτ values using τ values computed from L1 distances
between sequences sampled from the same organism. Sequences of size 10 kilobases
were used. A set of genomic sequences were randomly selected. From each genomic
sequence 100 pairs of subsequences were independently sampled at random, their
stationary distributions were estimated, and the L1 distance between each pair of
stationary distributions was recorded. τ and subsequently, T values were computed
from this distance and their distribution plotted as in Figure 13(a). In Figure 13(b), the
theoretical bounds are simulated for different values of T and the upper bounds on
probability are plotted using n = 10000 and both uniform and non-uniform stationary
distributions. When T > 160 (approximately), the corresponding probability of
separation is very low. This illustrates the strong connection between the bound and
real data from genomes.

Framework for bounding the distance between θovif2 signatures derived
from sequences generated by the same DBC

We begin by characterizing the distribution of the transition probability between two
states. Let t be the transition σ1 . . . σw → σ2 . . . σw+1. Let X and Y be random variables
denoting the number of occurrences of α = σ1σ2 . . . σw+1 and β = σ1 . . . σw respectively
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Fig 13. (a) Plot of distribution of T values computed using τ values taken from L1 distances between stationary distributions
of sequences from the same genome. The L1 distance between each pair was equated to 32τ . τ , and subsequently T , were
derived and the distribution of T values was computed and plotted. Note that approximately T > 150 indicates a large and
unlikely separation between π̂ signatures of sequences generated by the same DBC. (b) Plot of upper bounds of separation
between stationary distributions of sequences from the same DBC using the theoretical expression derived in Theorem 1.

in a sequence H . The random variable Z representing the estimated probability of the
transition t is

Z =

{
X/Y if Y ̸= 0,
0 otherwise.

Lemma 2 presents an upper bound on the probability of a specified separation between
the frequency of a given transition t and its expected value.

Lemma 2. Assume, for α and β as described above, that, given an occurrence of β, the
occurrence of α is binomially distributed with parameter πα/πβ . Let a sequence H of
length n be given along with a transition t represented by the random variable Z as
defined above. Then for τ > 0,
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Proof. Recall that the θovif2 signature is scaled by 4 to maintain similar orders of
magnitude as the π̂w signature. Let Xα and Xβ be random variables representing the
number of occurrences of strings α and β respectively in H .
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Fig 13. (a) Plot of distribution of T values computed using τ values taken from L1 distances between stationary distributions
of sequences from the same genome. The L1 distance between each pair was equated to 32τ . τ , and subsequently T , were
derived and the distribution of T values was computed and plotted. Note that approximately T > 150 indicates a large and
unlikely separation between π̂ signatures of sequences generated by the same DBC. (b) Plot of upper bounds of separation
between stationary distributions of sequences from the same DBC using the theoretical expression derived in Theorem 1.
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Proof. Recall that the θovif2 signature is scaled by 4 to maintain similar orders of
magnitude as the π̂w signature. Let Xα and Xβ be random variables representing the
number of occurrences of strings α and β respectively in H .
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Fig 13. (a) Plot of distribution of T values computed using τ values taken from L1 distances between stationary distributions
of sequences from the same genome. The L1 distance between each pair was equated to 32τ . τ , and subsequently T , were
derived and the distribution of T values was computed and plotted. Note that approximately T > 150 indicates a large and
unlikely separation between π̂ signatures of sequences generated by the same DBC. (b) Plot of upper bounds of separation
between stationary distributions of sequences from the same DBC using the theoretical expression derived in Theorem 1.
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transition t is

Z =
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X/Y if Y ̸= 0,
0 otherwise.

Lemma 2 presents an upper bound on the probability of a specified separation between
the frequency of a given transition t and its expected value.

Lemma 2. Assume, for α and β as described above, that, given an occurrence of β, the
occurrence of α is binomially distributed with parameter πα/πβ . Let a sequence H of
length n be given along with a transition t represented by the random variable Z as
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Proof. Recall that the θovif2 signature is scaled by 4 to maintain similar orders of
magnitude as the π̂w signature. Let Xα and Xβ be random variables representing the
number of occurrences of strings α and β respectively in H .
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Fig 13. (a) Plot of distribution of T values computed using τ values taken from L1 distances between stationary distributions
of sequences from the same genome. The L1 distance between each pair was equated to 32τ . τ , and subsequently T , were
derived and the distribution of T values was computed and plotted. Note that approximately T > 150 indicates a large and
unlikely separation between π̂ signatures of sequences generated by the same DBC. (b) Plot of upper bounds of separation
between stationary distributions of sequences from the same DBC using the theoretical expression derived in Theorem 1.
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Z =
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0 otherwise.
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the frequency of a given transition t and its expected value.

Lemma 2. Assume, for α and β as described above, that, given an occurrence of β, the
occurrence of α is binomially distributed with parameter πα/πβ . Let a sequence H of
length n be given along with a transition t represented by the random variable Z as
defined above. Then for τ > 0,
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Proof. Recall that the θovif2 signature is scaled by 4 to maintain similar orders of
magnitude as the π̂w signature. Let Xα and Xβ be random variables representing the
number of occurrences of strings α and β respectively in H .
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Since Xα can be represented as a sum of independent indicator random variables with
E [Xα] = cπα/πβ , Chernoff bounds [62] are applicable to the probability

Pr
[∣∣∣Xα − cπα

πβ

∣∣∣ ≥ 4τc | Xβ = c
]
. Consider the lower tail probability
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]
.

Using Chernoff’s lower tail bounds as described in the proof of Lemma 1 with µ = E [Xα]

and using
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πβ
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πβ
weget, δ =
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. Therefore, the lower tail probability

is bounded as follows:
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Now consider the upper tail probability
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πβ
≥ 4τc|Xβ = c

]
= Pr

[
Xα ≥ cπα

πβ
+ 4τc|Xβ = c

]
.

Using Chernoff’s upper tail bounds as described in the proof of Lemma 1 and δ = 4τπβ/πα,
the upper tail probability is bounded as:

Pr
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Xα − cπα

πβ
≥ 4τc|Xβ = c

]
<




e
4τπβ
πα

(
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4τπβ

πα

)1+
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cπα
πβ

= Uovif (β).

Combining the two tail probabilities proves the Lemma. □
We assume the existence of a maximum transition probability among all probabilities

associated with transitions to or from any given state in Assumption 1.

Assumption 1. Consider an order-2 DBC DC that generates sequence H . Let D̂C be the
DBC reconstructed fromH . Given a state β ∈ Σw

DNA in the DBCDC, define trans(β) as the
set of all transitions of the form β → β[2 · · ·w]σ or σβ[1 · · ·w − 1] → β, for σ ∈ ΣDNA.
For a positive constant s, s > 0, there exists a maximum transition t∗ ∈ trans(β) in DC
such that, for all t ∈ trans(β) \ {t∗}, p(t∗)− p(t) > s, where p(t) denotes the probability
associated with the transition t. For 0 ≤ ς ≤ 1, The probability that the same transition
t∗ is also the maximum probability transition for state β in D̂C is given by

Pr [p(t∗)− p(t) > s] = ς.

Given β ∈ Σw
DNA, we define the maximum β-transition t∗β as the transition in trans(β)

having maximum frequency. The frequency of t∗β is the vertex isolation frequency of β.
Define S(β) as the state at which t∗β starts and E(β) as the state at which t∗β ends. Define
T (β) as the label of t∗β . When t∗β is directed away from β, S(β) = β, E(β) = β[2 . . . w]σ,
and T (β) = βσ, for some σ ∈ ΣDNA. When t∗β is directed into β, S(β) = σβ[1 . . . w − 1],
E(β) = β, and T (β) = σβ, for some σ ∈ ΣDNA.

The L1 distance between the θovif2 signatures of sequences generated by the same
DBC is bounded in Theorem 2.
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Combining the two tail probabilities proves the Lemma. □
We assume the existence of a maximum transition probability among all probabilities

associated with transitions to or from any given state in Assumption 1.

Assumption 1. Consider an order-2 DBC DC that generates sequence H . Let D̂C be the
DBC reconstructed fromH . Given a state β ∈ Σw

DNA in the DBCDC, define trans(β) as the
set of all transitions of the form β → β[2 · · ·w]σ or σβ[1 · · ·w − 1] → β, for σ ∈ ΣDNA.
For a positive constant s, s > 0, there exists a maximum transition t∗ ∈ trans(β) in DC
such that, for all t ∈ trans(β) \ {t∗}, p(t∗)− p(t) > s, where p(t) denotes the probability
associated with the transition t. For 0 ≤ ς ≤ 1, The probability that the same transition
t∗ is also the maximum probability transition for state β in D̂C is given by

Pr [p(t∗)− p(t) > s] = ς.

Given β ∈ Σw
DNA, we define the maximum β-transition t∗β as the transition in trans(β)

having maximum frequency. The frequency of t∗β is the vertex isolation frequency of β.
Define S(β) as the state at which t∗β starts and E(β) as the state at which t∗β ends. Define
T (β) as the label of t∗β . When t∗β is directed away from β, S(β) = β, E(β) = β[2 . . . w]σ,
and T (β) = βσ, for some σ ∈ ΣDNA. When t∗β is directed into β, S(β) = σβ[1 . . . w − 1],
E(β) = β, and T (β) = σβ, for some σ ∈ ΣDNA.

The L1 distance between the θovif2 signatures of sequences generated by the same
DBC is bounded in Theorem 2.
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Theorem 2. Let H1 and H2 be two genomic sequences generated by the same DBC of
order 2. Let θovif1 and θovif2 be their respective order-2 θovif signatures. Then for any
τ > 0,
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Proof. Using the results from Lemma 2, Assumption 1, and the union bound we get
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(
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)

The component-wise expected values in θovif1 /4 and θovif2 /4 are the same. Therefore,
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The theorem follows from the following:
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4
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> 16τ

]
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∑
β∈S2

(
Lovif (β) + Uovif (β)

)
.

□
We now analyze the behavior of the upper bound in Theorem 2 when applied to real

data. For a randomly selected set of genomic sequences, 100 pairs of sequences of
length 100 kb each were randomly and independently sampled from each genomic
sequence. For each pair, their θovif2 /4 signatures were computed and the L1 distance
between them was noted. Figure 14(a) plots the distribution of these distances. Note
that a distance greater than approximately 0.5 marks a large and unlikely separation.
The τ value corresponding to a distance of 0.5 is 0.5/32 = 0.0156, whose corresponding
upper bound of probability is very low as observed in Figure 14(b).

Next, we combine the properties of the π̂2 and θovif2 /4 signatures to derive the
separation between θdbc2 signatures of sequences generated by the same DBC.

Separation between θdbc2 signatures derived from sequences generated by
the same DBC

For sequences hypothesized to be generated by the same de Bruijn chain, Theorem 3
proves that the separation between their θdbcw signatures is less than a specified
threshold with high probability.

Theorem 3. Let DC be an order s DBC. Let H1 and H2 be two genomic sequences of
length n generated independently by DC. Let θdbc1 and θdbc2 be their respective order-w
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between them was noted. Figure 14(a) plots the distribution of these distances. Note
that a distance greater than approximately 0.5 marks a large and unlikely separation.
The τ value corresponding to a distance of 0.5 is 0.5/32 = 0.0156, whose corresponding
upper bound of probability is very low as observed in Figure 14(b).

Next, we combine the properties of the π̂2 and θovif2 /4 signatures to derive the
separation between θdbc2 signatures of sequences generated by the same DBC.

Separation between θdbc2 signatures derived from sequences generated by
the same DBC

For sequences hypothesized to be generated by the same de Bruijn chain, Theorem 3
proves that the separation between their θdbcw signatures is less than a specified
threshold with high probability.

Theorem 3. Let DC be an order s DBC. Let H1 and H2 be two genomic sequences of
length n generated independently by DC. Let θdbc1 and θdbc2 be their respective order-w
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Fig 14. (a) Plot of distribution of L1 distances between θovif2 /4 signatures of sequences from the same genome. τ can be
derived by dividing each L1 distance by 32. Note that approximately 0.5 distance or τ = 0.0156 indicates a large and unlikely
separation between two θovif2 /4 signatures. (b) Plot of upper bounds of separation between θovif2 /4 signatures of sequences
from the same DBC using the theoretical expression derived in Theorem 2. Note that the probability for τ > 0.0156 is 0.006113,
which is low. n = 10000, ς = 0.75, and a uniform stationary distribution were used for computing the bounds in (b).

DBC signatures. Similarly, let π̂1 and π̂2 be their order-2 stationary distributions and θovif1

and θovif2 be their order-2 OVIF signatures, respectively. Then,
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The theorem follows using the results from Theorems 1 and 2. □

Separation between θdbc2 signatures of sequences generated by different
DBCs

Let H1 and H2 be genomic sequences of length n, generated independently by two
different order-2 DBCs DC1 and DC2, respectively. Let θdbc1 and θdbc2 be their order-w
DBC signatures. Let π̂1 and π̂2 be their estimated stationary distributions and θovif1 and
θovif2 be their OVIF signatures.

Then, the distance d
(
θdbc1 , θdbc2

)
can distinguish DC1 and DC2. Assumptions 2

formalizes the separation of estimated stationary distributions of genomic sequences
obtained from different organisms, while Assumption 3 formalizes the probability of the
maximum transition being different for a given state using genomic sequences obtained
from different organisms.
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which is low. n = 10000, ς = 0.75, and a uniform stationary distribution were used for computing the bounds in (b).
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from the same DBC using the theoretical expression derived in Theorem 2. Note that the probability for τ > 0.0156 is 0.006113,
which is low. n = 10000, ς = 0.75, and a uniform stationary distribution were used for computing the bounds in (b).
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DBC signatures. Let π̂1 and π̂2 be their estimated stationary distributions and θovif1 and
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obtained from different organisms, while Assumption 3 formalizes the probability of the
maximum transition being different for a given state using genomic sequences obtained
from different organisms.
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distances d, d1, d2, and d3, respectively, in 1-dimensional space we obtain,
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The theorem follows. □
We demonstrate Assumptions 2 and 3 using sequences from the species C. elegans

and P. falciparum. Figure 15 presents the distribution of L1 distances between θdbc2

signatures of pairs of 10 kilobase long sequences randomly sampled from the above
two species, respectively. The actual distance between the expected values of π̂1 and
π̂2 is 0.4735. From Assumption 2, we have τ < 0.4735/48 = 0.0099. Using
d
(
θdbc1 , θdbc2

)
≥ 2 · 16τ gives d

(
θdbc1 , θdbc2

)
≥ 32τ . For τ < 0.0099, 32τ < 0.3168, and the

probability Pr
[
d
(
θdbc1 , θdbc2

)
≥ 2 · 16τ

]
is large as seen in Figure 15. A similar scenario is

observed for Assumption 3. The L1 distance between the expected values of the θovif1

and θovif2 0.374622, which leads to τ being less than 0.374622/48 = 0.0078. For these
values of τ , the probability Pr

[
d
(
θdbc1 , θdbc2

)
≥ 2 · 16τ

]
is high.
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Fig 15. Distribution of L1 distances between θdbc2 signatures of pairs of 10 kilobase long
sequences randomly sampled from the two species C. elegans and P. falciparum.

In Theorem 4, each negative term in the right hand side is very small, making the total
probability on the right hand side a very large value. Theorem 4 states that the probability
that the separation between the θdbcw s of two sequences hypothesized to be generated
by different DBCs exceeds a given threshold is very high.

Time complexity

The θdbc2 for a sequence of length n can be computed in O(n+16 log 16+ 4096) time and
space. In general, the complexity of computing the order-w θdbcw signature for a sequence
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sequences randomly sampled from the two species C. elegans and P. falciparum.

In Theorem 4, each negative term in the right hand side is very small, making the total
probability on the right hand side a very large value. Theorem 4 states that the probability
that the separation between the θdbcw s of two sequences hypothesized to be generated
by different DBCs exceeds a given threshold is very high.

Time complexity

The θdbc2 for a sequence of length n can be computed in O(n+16 log 16+ 4096) time and
space. In general, the complexity of computing the order-w θdbcw signature for a sequence
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Fig 15. Distribution of L1 distances between θdbc2 signatures of pairs of 10 kilobase long
sequences randomly sampled from the two species C. elegans and P. falciparum.

In Theorem 4, each negative term in the right hand side is very small, making the total
probability on the right hand side a very large value. Theorem 4 states that the probability
that the separation between the θdbcw s of two sequences hypothesized to be generated
by different DBCs exceeds a given threshold is very high.

Time complexity

The θdbc2 for a sequence of length n can be computed in O(n+16 log 16+ 4096) time and
space. In general, the complexity of computing the order-w θdbcw signature for a sequence
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Fig 15. Distribution of L1 distances between θdbc2 signatures of pairs of 10 kilobase long
sequences randomly sampled from the two species C. elegans and P. falciparum.

In Theorem 4, each negative term in the right hand side is very small, making the total
probability on the right hand side a very large value. Theorem 4 states that the probability
that the separation between the θdbcw s of two sequences hypothesized to be generated
by different DBCs exceeds a given threshold is very high.

Time complexity

The θdbc2 for a sequence of length n can be computed in O(n+16 log 16+ 4096) time and
space. In general, the complexity of computing the order-w θdbcw signature for a sequence
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of length n is O(n+ 4w log 4w + (4w)3). The (4w)3 factor is contributed by the Cholesky
decomposition performed by MATLAB to compute the stationary distribution. For small
w ∈ [1, 4], we observed that the time complexity was dominated by n, as we would
expect.

Conclusions

We have examined genomic signatures from the point of view of accurate identification
of the origin of short unknown DNA sequences. The genomic signatures introduced in this
paper are derived from the structure and properties of de Bruijn chains. When a sample
sequence is sufficiently long, the target organism for the sample can be retrieved by
querying a database of signatures. Given an unknown DNA sequence, its possible high-
level location in the phylogenetic tree can be predicted using the combination of the θdbc2

and θdor signatures, after which its origin and closest relatives can be predicted using
the θdbc signature alone.

We have demonstrated both theoretically and empirically that θdbc is a powerful
signature, able to efficiently identify the origin of an unknown genomic sequence as
short as a few kilobases. This implies that the origin and the closest relatives of an
unknown sequence can be identified with very little actual sequencing. We also
observed the effect of order on efficiency of the θdbc signature. In continuing work, we
are exploring the effect of size of the signature database on short sequence target
prediction efficiency. We are also studying the phylogeny implied by distances between
θdbc signatures and the extent to which this phylogenetic structure is conserved on
random sampling of short sequences for phylogenetic reconstruction.
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We have examined genomic signatures from the point of view of accurate identification
of the origin of short unknown DNA sequences. The genomic signatures introduced in this
paper are derived from the structure and properties of de Bruijn chains. When a sample
sequence is sufficiently long, the target organism for the sample can be retrieved by
querying a database of signatures. Given an unknown DNA sequence, its possible high-
level location in the phylogenetic tree can be predicted using the combination of the θdbc2

and θdor signatures, after which its origin and closest relatives can be predicted using
the θdbc signature alone.

We have demonstrated both theoretically and empirically that θdbc is a powerful
signature, able to efficiently identify the origin of an unknown genomic sequence as
short as a few kilobases. This implies that the origin and the closest relatives of an
unknown sequence can be identified with very little actual sequencing. We also
observed the effect of order on efficiency of the θdbc signature. In continuing work, we
are exploring the effect of size of the signature database on short sequence target
prediction efficiency. We are also studying the phylogeny implied by distances between
θdbc signatures and the extent to which this phylogenetic structure is conserved on
random sampling of short sequences for phylogenetic reconstruction.
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