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 A Lightweight Speaker Verification 
Approach for Autonomous Vehicles 

 ABSTRACT

Speaker verification is the process of verifying an individual’s identity by comparing their recorded voice 
samples with their test speech signals. Speaker verification has various practical applications, such 
as verifying customer identities in call centers, enabling contactless facility access, and supporting 
some medical applications. With the advances in autonomous vehicles, speaker verification has 
become an essential feature that provides security, access control, personalization, command 
authentication, driver monitoring, and compliance. Recent technological advancements have led to 
the rise of voice-based authentication systems, which are considered a more convenient alternative 
to traditional security systems. However, improving the accuracy is still an ongoing research aim. 
In this research, four different models were proposed and compared with previous work on speaker 
verification. The models are combinations of using two networks (BiLSTM and Transformer) with two 
different loss functions (Triplet and Quadruplet loss functions). The models are trained and tested 
on the LibriSpeech dataset. The results show improvements in equal error rate of the four proposed 
models over the previous models that used the Librispeech dataset with 0.068 compared to 0.11.
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I. INTRODUCTION

Speaker verification (SV) is the act of 
authenticating an individual’s claimed identity 
by comparing their recorded voice samples 
to their test speech signals. It has various 
applications, including verifying customer 
identities in call centers, enabling contactless 
facility access, and providing support for 
medical applications to recognize and perform 
operator’s commands to fully automate the 
system as presented in [1; 2; 3; 4]. As one lives 
in the age of information, several applications 

have required artificial intelligence such as 
digital twins, swarm intelligence, and data 
fusion [5; 6]. All these applications require 
more security as a layer for protection [7; 8; 9]. 
Recent technological advancements have led 
to the rise in popularity of automatic speaker 
verification systems, which are now considered 
a more convenient alternative to traditional 
security systems [10; 11]. SV has become an 
essential technology in numerous real-world 
applications, such as biometric authentication 
and security systems [12]. While significant 
advancements have been made, challenges 
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remain in optimizing system performance 
under varying conditions. Recent research 
has largely focused on improving SV systems 
by experimenting with various loss functions, 
pooling methods, and network architecture 
designs, aiming to better capture speaker 
characteristics and improve robustness [13; 
14; 15]. However, despite these efforts, there 
is still room for innovation, particularly in 
exploring novel combinations of network 
architectures and loss functions that can push 
the boundaries of current SV systems.

SV can be classified into two types: Text-
Dependent (TD) and Text-Independent (TI) SV. 
TD-SV requires that the spoken content of the 
test utterance and the enrollment utterance 

be the same, while TI-SV has no restrictions on 
the spoken content [16; 17].

SV has contributed heavily to automation in 
vehicles. Nowadays a passenger can voice 
activate an access control system [18; 19; 20; 
21]. SV can be used to personalize passenger 
settings, for example, based on the driver’s 
identity the vehicle can adjust the setting 
autonomously such as a seat and mirror 
position which improves the driving experience 
[22; 23]. In terms of safety, SV can be used to 
monitor the driver and his compliance, which 
leads to monitoring driver attentiveness by 
recognizing voice patterns that indicate 
fatigue or stress [24; 25; 26; 27; 28].

TABLE I. COMPARISON BETWEEN FEATURE EXTRACTION METHODS 

Method Strengths Weaknesses

LPC
• Easy implementation • Noise-sensitive

• High time and computational cost
• Inconsistency with human hearing

LPCC
• Stable representation
• Decorrelated feature components

• Quantisation noise-sensitive
• Insufficient order causes performance 

degradation

MFCC
• Behaves like human ear
• Captures the main characteristics of phones in speeches 

with low complexity

• Low robustness
• Fixed time-frequency resolution

In this research, the researchers propose four 
novel different models for SV. The significant 
outcomes are:

1. Four novel models have been developed 
for SV. Two models use BiLSTM networks, 
the other two use the Transformer Network. 
Each network has been evaluated through 
different loss functions. The combination 
between the networks and the loss 
functions produces the four proposed 
models.

2. A novel adaptation of the Siamese 
network.

II. RELATED WORK

The human voice is universally used for 
exchanging information between individual 
speaker recognition that involves identifying 

individuals based on unique vocal 
characteristics. This field has gained significant 
research attention due to its broad applications. 
Speaker recognition is the automatic process 
of identifying a speaker based on their speech 
signal. It can be divided into six categories: 
speaker identification, speaker verification, 
speaker detection, speaker segmentation, 
speaker clustering, and speaker diarization. 
[29] Speech signals carry speaker-specific 
features that can be extracted and used by 
Machine Learning (ML) algorithms to recognize 
specific patterns [30].

The basic concept of feature extraction is to 
extract a set of features for each segment of 
the input signal, based on the idea that short-
time segments are sufficiently stationary for 
improved modeling [31]. Feature extraction 
captures relevant and crucial information from 
the speech signal while discarding irrelevant 
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and redundant data [32; 33; 34]. This step is 
essential for the subsequent modeling process. 
The speaker signal, as part of a dependent 
speech system, is analyzed to reduce variability 
and enhance the extraction of discriminative 
features by converting the speech signal into 
parametric values [35]. Various techniques, 
such as Linear Prediction Coding (LPC), Linear 
Prediction Cepstral Coefficients (LPCCs), and 
Mel-Frequency Cepstral Coefficients (MFCCs), 
[32; 36] can be used to extract speech features 
in the form of coefficients. Table I presents a 
comprehensive comparison between the well-
known feature extraction methods [29].

MFCC features have been widely used 
in different research addressing specific 
challenges, such as noise robustness systems 
[37; 38], dysarthric speaker verification [39], 
twins’ voice identification [40]. Moreover, 
Numerous studies have asserted that MFCC 
effectively boosts speaker recognition. For 
example,  Singh et al. [41] evaluated three 
features for automatic speech recognition, 
including MFCC, dynamic time wrapping, 
and fast Fourier transform. It was proven 
that MFCC improves the performance of the 
model. Moreover, Abdul et al. [42] have shown 
that MFCC features could efficiently be fed to 
Convolutional Neural Networks (CNNs) to train it 
to distinguish between speakers. However, Faek 
et al. [43] have shown that speaker recognition 
using MFCC and k-NN is negatively affected 
in noisy environments; which encouraged 
the inclusion of a denoising step. Additionally, 
Jahangir et al. [44] proposed a novel fusion 
of Mel frequency cepstral coefficients (MFCC) 
and time-based features (MFCCT) to identify 
speakers using a hierarchical classification 
approach. The approach was implemented in 
a cascading style, where the first level identified 
the speaker’s gender, and the second level 
identified the specific speaker’s identity. The 
study used five machine learning algorithms 
and a deep learning-based Deep Neural 
Networks (DNN) to classify speaker gender 
and Speaker ID (SID). The model was trained 
and tested on the LibriSpeech corpus dataset 
[45]. The results showed an overall accuracy 
of 83.5%-93%.

Balipa et al. [40] proposed a method for 
twins’ voice identification and verification. The 
proposed method involves using a Siamese 

Neural Network (SNN) to extract features from 
the voice dataset and calculate the relationship 
between audio signals and linguistic units that 
make up speech. The proposed method was 
evaluated on the twin dataset and the results 
were compared with a corpus of similarly 
obtained data from unrelated individuals. The 
testing results showed an accuracy of about 
78% with a loss of 0.10. To identify speakers 
in this scenario, the system complied with 
the given testing regimen and yielded an 
accuracy of approximately 78% with a loss of 
0.10. Despite being commonly used in image 
processing, SNN was utilized to compare the 
voices of twins in this study.

Niu et al. [46] presented a pseudo-phoneme 
label (PPL) loss value for the function of a 
network with delay over time domain based on 
TI-SR (text-independent speaker recognition). 
The PPL loss combines content array losses 
at the frame level and segment level into a 
combined network through multi-task learning. 
Various methods of PPL loss were compared 
and their effects on the ending system 
execution were explored. Model 1 uses multi-
task learning to train the model, while Model 2 
trains the vocabulary parts and assigns factors 
for pseudo-phoneme tags. Model 3 calculates 
the PPL loss at  frame 4 layer using an attention 
mechanism. By the last result the values of all 
models are averaged. The model was trained 
and tested on the VoxCeleb dataset [47].

Zheng et al. [48] aimed to enhance 
the effectiveness of extracting speaker 
embedding by developing a multi-scale 
residual aggregation network (MSRANet). This 
new approach utilizes the triplet loss function 
to increase the similarity and the difference 
of interclass, resulting in better performance. 
Experimental results using three datasets 
(VoxCeleb1, VoxCeleb2, and LibriSpeech) 
showed that MSRANet outperformed previous 
approaches and achieved state-of-the-
art performance, demonstrating its cross-
scenario adaptability. However, there are some 
limitations to this approach, such as potential 
information redundancy caused by multiscale 
fusion.

Singh and Mahesh [49] evaluated the 
performance of different feature extraction 
approaches: MFCC, and Multiban Spectral 
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Entropy (MSE). They were integrated with 
different machine learning algorithms, such 
as K-NN, Random Forest, DNNs, and Decision 
Trees. Their work achieved competitive results.

Existing work on SV often faces challenges 
related to running time, especially in real-time 
applications. Common shortcomings include:

• High computational Cost: Complex 
models like DNN or speaker embeddings 
(e.g., x-vectors) require significant 
processing power, leading to longer 
inference times.

• Hardware dependency: Many models 
require specialized hardware (e.g., GPUs) 
to perform efficiently, limiting accessibility 
for broader applications.

• Resource-intensive training: Some 
approaches require extensive pre-
training, which consumes time and 
resources. Fine-tuning these models for 
different environments or languages 
adds to the running time, making rapid 
deployment challenging.

These shortcomings highlight the need for 
more efficient models that balance accuracy 
and speed, as well asmethods that can 
streamline real-time performance without 
sacrificing verification quality.

III. METHODOLOGY 

In this section, four models are proposed to 
achieve speaker verification with enhanced 

accuracy. The main backbone for the proposed 
models is the Siamese Neural Network (SNN). 
In the context of data processing and feature 
extraction, the MFCC algorithm has been used 
to represent the spectral characteristics of 
audio signals. After feature extraction, the 
data are either processed through the BiLSTM 
(Models 1 and 2) or transformer networks 
(Models 3 and 4). Data are then processed 
through a loss function; the triplet loss function 
(Models 1 and 3), and the Quadruplet loss 
function (Models 2 and 4).

Siamese networks are widely used to perform 
similarity comparisons that can be applied 
to complex data samples with features 
having different dimensionality and types. A 
Siamese network has two equivalent artificial 
neural networks, each qualified to learn the 
covered representation  of an input vector. 
Both networks are feed-forward perceptrons 
and can detect error back-propagation 
while training; they work concurrently and 
analyze their outputs, usually through a cosine 
similarity [50; 6]. Siamese Networks are tied 
networks that take in pairs of input vectors and 
minimize or maximize a distance depending 
on whether a pair comes from the same or 
different classes [51].

Due to the presence of noise in audio signals, 
raw audio signals cannot be directly used 
as input to the SV models. Therefore, better 
performance could be achieved when 
extracting features from audio signals. MFCC 
is the most widely used technique for feature 
extraction from audio signals.

Figure 1. MFCC

The MFCC technique is shown in Figure 1  [52]. 
The process begins with an audio signal, 
typically sampled at 16KHz to capture the 
important frequencies for human hearing. 
Moreover, the pre-emphasis process filters the 
audio signal to emphasize higher frequencies. 
This step makes use of the fact that human 
hearing is more sensitive to lower frequencies. 

Next, framing is performed in order to divide 
the continuous signal into small, overlapping 
frames. This is because speech and audio 
signals are quasi-stationary, meaning that 
their characteristics are relatively constant 
over short durations. Each frame is multiplied 
by a window function to minimize the signal 
discontinuities at the edges of the frame. 
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Next, Fast Fourier Transform (FF) is applied to 
each windowed frame to convert the time-
domain signal into the frequency domain, 
this step produces a spectrum that shows the 
magnitude of different frequency components 
in the signal. Afterward, the linear frequency 
spectrum is converted into the Mel scale, which 
mimics the human ear’s sensitivity to different  
frequencies. The next step is taking the 
logarithm of the resulting filter bank energies 
to make the features more closely related to 
how many humans perceive sound intensity 
and emphasize the relative differences 
between frequency components. Discrete 
Cosine Transform (DCT) is applied to the log 
filter bank energies to decorrelate the features 
and compress the information to generate the 
Mel-Frequency Cepstral Coefficients (MFCCs), 
which represent the audio signal in a compact 
form by retaining the most useful information 
for tasks like speech recognition.

The Long Short-Term Memory (LSTM) 
architecture is originally designed to address 
the limitations of Recurrent Neural Networks 
(RNNs) in capturing long-term dependencies 
in sequential data. LSTM networks are a 
specific type of RNNs. While RNNs are designed 
to process sequential data by maintaining 
a hidden state that captures information 
from previous time steps, they suffer from 
issues like vanishing and exploding gradients, 
which limit their ability to capture long-term 
dependencies. LSTM networks were introduced 
as an extension of RNNs to overcome these 
limitations. By incorporating specialized gating 
mechanisms, LSTMs can maintain and update 
information over longer sequences, addressing 
the challenges present in traditional RNNs.

LSTMs incorporate a memory cell and three 
types of gates: Input, forget, and output gates. 
These gates regulate the flow of information 
and selectively retain or discard relevant 
information at each time step. Based on the 
same concept, Bidirectional LSTMs (BiLSTMs) 
introduce two separate LSTM layers. The first 

layer processes the sequence in the forward 
direction and the second one processes in the 
backward direction. By combining the outputs 
of both layers, BiLSTMs effectively capture 
dependencies from both past and future 
contexts. The base architecture of BiLSTM is as 
follows [53]:

• Input sequence: The sequential input 
data are divided into individual time steps

• Forward LSTM layer: It processes the 
input sequence from the beginning to 
the end, capturing information about the 
past context at each time step.

• Backward LSTM layer: It processes 
the input sequence in reverse order, 
capturing information about the future 
context at each time step.

• Concatenation: The outputs of both 
forward and backward LSTM layers 
are concatenated at each time step, 
combining the information from the 
past and future contexts into a single 
representation.

Similar to BiLSTM, transformers process 
sequential input data, however, they process 
the entire data at once. They produce a 
sequence of hidden representations that 
capture the contextual information of each 
token in the sequence. The benefit of an 
encoding layer in a transformer is capturing 
contextual information. The encoding layer 
uses self-attention mechanisms to attend 
to all positions in the input sequence and 
generate a context-aware representation for 
each token. This allows the model to capture 
the relationships between different tokens 
and their contextual information and residual 
connections to preserve the original input 
information in the hidden representations. This 
ensures that the model can learn the relevant 
features while still retaining the important 
information from the original input sequence.
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Figure 2. Model 1 – BiLSTM with triplet loss

The self-attention mechanism used in the 
encoding layer allows a transformer model 
to attend to different parts of the same input 
sequence. This allows the model to understand 
the relationships between different elements 
in the input and output sequences and 
make more accurate predictions, [54]. In the 
proposed models, the transformer network 
used consists of two encoding layers and one 
decoding layer.

In models 1 and 3 triplet-loss is implemented, 
to minimize the distance between the positive 
and anchor samples while increasing the 
space between the negative and anchor 
samples, with the margin term ensuring 
that the negative and positive samples are 
sufficiently far apart, as shown in equation (1) 
[55].

         (1) 

where A is the anchor, P is the positive sample, 
and N is the negative sample.

In models 2 and 4 quadruplet loss function is 
used, it takes four input samples: an anchor 
sample, a positive sample (similar to the 
anchor), a negative sample (different from 
the anchor), and a second negative sample 
(different to the anchor and first negative 
sample). It aims to increase the distance 

between the anchor and the negative samples 
while decreasing the distance between the 
anchor and the positive sample. The formula 
for the quadruplet-loss is defined in equation 
2 [56].

                        (2) 

where A is the anchor, P is the positive sample,  
N1 is the first negative sample, and N2 is the 
second negative sample.

A. Proposed Models

Raw audio signals are first pre-processed 
by converting them into a mono channel 
(frequency= 16 kHz). In the four proposed 
models, SNNs have been adopted. Moreover, 
the MFCC technique has been used to perform 
feature extraction from raw audio signals, 
and 40 coefficients are extracted. Afterward, 
the employment of transformers and BiLSTM 
networks were interchanged, as well as the 
employment of triple loss and quadruplet loss 
functions in order to manifest their effect on 
the SV performance.

Model 1 ( Figure 2) uses a three-layer BiLSTM 
network to extract the encoding of each 
speaker, afterwards, the result is applied to 
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a triplet loss function. Model 2 (Figure 3) also 
utilizes a BiLSTM network, however, a quadruplet 
loss function is used instead of the triplet-loss 
function. On the other hand, Model 3 (Figure 4) 
utilizes a transformer to extract the encoding 

of each speaker with 32 dimensions in the 
model’s hidden state and the embeddings. 
Also, this number represents the number of 
features in the input to the encoder layers.

Figure 3. Model 2 - BiLSTM with quadruplet loss

Figure 4. Model 3 – Transformer with tripler loss

Afterward, the information is decoded using a 
decoding layer. Moreover, an optimized triplet 
loss function is used to enable the Siamese 
network to produce feature representations 
that are invariant to the input data while 
capturing the similarity between different 

samples. Lastly, Model 4 (Figure 5) extracts 
features from the speech signal using the 
MFCC technique; 40 coefficients are extracted. 
Then, a transformer is used to extract the 
encoding of each speaker, 2 sub encoding 
layers are used in addition to one decoding 
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layer. Finally, a quadruplet loss function is used 
to capture the variation of the input. All four 
models have two audio inputs, one of them is 

the input audio of the person to be verified and 
the other is the stored audio.

Figure 5. Model 4 - Transformer with quadruplet loss

TABLE II. INFORMATION ABOUT DATASETS USED

Datasets Speaker Num Utt. Num. Average Speaker Utt. Average Utt. Length

Libri-train 251 28,531 114 10

Libri-test 40 2,620 - -

TABLE III. INFORMATION ABOUT TRAINING AND INFERENCE TIME OF PROPOSED METHODS

Model Training Time in hours Inference Time in sec

Model 1 44.69 0.183

Model 2 32.7 0.1795

Model 3 29.646 0.176

Model 4 25.9 0.1805

B. Experiments

This section describes the dataset and its 
configuration followed by the experimentation 
setup and the evaluationmetrics.

1. Dataset and configuration
LibriSpeech train-clean-100 dataset (a subset 
of LibriSpeech corpus) [45] was used for 
training the proposed models. It consists of 
100 hours of clean speech from the LibriVox 

project. The audio files are provided in 
16kHz, 16-bit, and mono WAV formats. The 
dataset contains speech recordings from 251 
different English (male and female) speakers. 
Those speakers come from a variety of age 
groups and backgrounds. Each speaker has 
contributed between 2 and 5 hours of speech, 
and the speakers are identified by a unique 
speaker ID and contain approximately 285,000 
utterances.
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For testing the proposed models, the 
LibriSpeech test-clean dataset was used, 
which consists of 40 hours of clean speech 
from the LibriVox project, it includes speech 

recordings from 40 different speakers, [45]. 
Statistics of the training and testing data are 
shown in II.

TABLE IV. INFORMATION ABOUT THE META_PARAMETERS USED

Model Learning rate Num of Heads Num of Encoder Layer Batch Size Num of steps

Model 1 0.001 - - 8 100000

Model 2 0.001 - - 8 100000

Model 3 0.0001 8 2 8 100000

Model 4 0.001 8 2 8 100000

Figure 6. EER for Model 1 - BiLSTM with triplet loss

2. Experimentation setup
The four models were trained and tested on 
a PC equipped with GeForce GTX 1660 Nvidia 
graphics card. ADAM optimizer algorithm was 
used with a learning rate of 0.0001. The meta-
parameters used are shown in Table 4. The 
training and inference times are shown in 
Table III. Training of the four proposed models 
is shown in Figures [2,3,4,5].

3. Evaluate metrics
The experimental findings are evaluated 
using the Equal Error Rate (EER) [48; 57]. The 
EER combines the False Acceptance Rate 
(FAR) and the False Rejection Rate (FRR). FRR 
represents the rate at which genuine instances 
are incorrectly rejected, while FAR represents 
the rate at which impostor instances are 
incorrectly accepted, they can be defined as 
follows:

                                                      (3)

And 

                                                       (4)

Therefore, the EER can be defined as follows:

                                                   (5)

IV. RESULTS

The proposed approach was evaluated by 
comparing the results with state-of-the-
art models, as shown in  Table V.  These 
comparisons were made on LibriSpeech 
datasets as part of control experiments to 
assess the accuracy of the proposed models.

Figure 7.  EER for Model 2 – BiLSTM with quadruplet loss
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Figure 8. EER for Model 3 - transformer

The model proposed by [40] adapted SNNs 
with a CNN layer and triplet loss. The model in 
[44] used MFCCT features and used a deep 
neural network consisting of 7 layers. Finally, 
the proposed models have been evaluated 
over 1000 examples on test data (LibriSpeech 
test-clean), and the results are summarized 
as follows:

• Model 1: The results show Model 1 has 
scored an EER of 0.0685 (see Figure 6 for 
more details), while having an inference 
time of 0.183 seconds. This model 
demonstrates a significant improvement 
in accuracy compared to previous 
models, making it a promising approach 
for future research.

• Model 2: Model 2 scored an EER of 0.074 
(see Figure 7 for more details), while 
having an inference time of 0.1795 
seconds. Although the EER is slightly 
higher than Model 1, the inference time is 
marginally better, indicating a trade-off 
between accuracy and speed.

• Model 3: Model 3 scored an EER of 0.073 
(see Figure 8 for more details), while 
having an inference time of 0.176 seconds. 
This model strikes a balance between 
accuracy and inference time, making it a 
viable option for real-time applications.

Figure 9. EER for Model 4 – transformer with quadruplet loss

TABLE V. COMPARISON BETWEEN PROPOSED MODELS AND PREVIUOSLY DEVELPED MODELS USING THE SAME DATASET

Model EER

Model 1 - BiLSTM with Triplet Loss 0.0685

Model 2 - BiLSTM with Quadruplet Loss 0.074

Model 3 - Transformer with Triplet Loss 0.073

Model 4 - Transformer with Quadruplet Loss 0.09

Previous Model 1 [44] 0.11

Previous Model 2 [40] 0.11

•	 Model 4: Model 4 scored an EER of 0.09  
(see Figure 9 for more details), while 
having an inference time of 0.1805 
seconds. Despite having the highest 
EER among the proposed models, it still 
outperforms several state-of-the-art 
models in terms of inference time.

The results indicate that the proposed 
models outperform several state-of-the-
art models in terms of both accuracy and 
inference time. Model 1, in particular, shows 
the best performance with the lowest EER and 
competitive inference time. These findings 
suggest that the proposed approach is 



Journal of Robotics: Integration, Manufacturing & Control - eISSN  3009-7967

Volume 1, Issue 2, December 2024  |  http://dx.doi.org/10.21622/RIMC.2024.01.2.1112

25
http://apc.aast.edu

effective and can be further optimized for real-
world applications.

V. DISCUSSION

Model 1 (BiLSTM with triplet loss) training shows 
low loss and fast convergence due to the 
simplicity of triplet loss combined with BiLSTM’s 
sequential processing( see Figure 10 for more 
information). The model presented stability 
and effectiveness for sequential speech data, 
leveraging BiLSTM’s ability to capture temporal 
patterns.

Model 2 (BiLSTM with quadruplet loss) training 
shows potential for lower loss, but quadruplet 
loss increases training difficulty, leading to 
slower results compared to triplet loss (see 
Figure 11  for more information). The training was 
stable as well but slightly slower to converge. 
Quadruplet loss enforces better separation 
between embeddings but adds complexity.

Model 3 (transformer with triplet loss) performs 
better than BiLSTM with quadruplet loss due 
to more powerful global feature learning, 
resulting in better embedding separation and 
lower loss despite the simpler triplet loss (see 
Figure 12 for more information). The training 
was more complex and sensitive to tuning, 
but the global attention mechanism captures 
richer, more complex patterns.

Model 4 (transformer with quadruplet 
loss) shows higher loss compared to 
transformer with triplet loss, as the added 
complexity of quadruplet loss does not 
always translate into significantly  better   
performance in transformers (see Figure 
13  for more information). The training was 
more challenging due   to  the combination 

of complex transformer architecture and 
quadruplet loss.

Figure 10. Training for Model 1 - BiLSTM with triplet loss

Figure 11. Training for Model 2 – BiLSTM with quadruplet loss

The result for Model 1 is shown in Figure 6. 
The X-Axis expresses False Acceptance Rate 
(FAR) which represents the rate of incorrectly 
accepting impostors as genuine. While Y-Axis 
expresses False Rejection Rate (FRR) - Which 
represents the rate of incorrectly rejecting 
genuine speakers. The results show lowest EER 
(Error Equal Rate) of 0.0685 due to effective 
temporal processing and stable training. This 
model achieves a strong balance between FRR 
and FAR.
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The result for Model 2 is shown in Figure 7. 
The same plotting as Model 1. The results 
show a slightly higher (0.74) than Model 1 but 
still competitive. The added complexity of 
quadruplet loss improves separation but with 
slow convergence.

The result for Model 3 is shown in Figure 8. The 
results show a Moderate EER of 0.073, better 
than Model 2 (BiLSTM with quadruplet loss). The 
model benefits from attention mechanisms, 
capturing more complex patterns effectively. 
The result for Model 4 is shown in Figure 9. The 
results show a Moderate EER 0.09, better than 
Model 2 (BiLSTM with quadruplet loss). The 
model benefits from attention mechanisms, 
capturing more complex patterns effectively.

Figure 12. Training for Model 3 - transformer with triplet loss

Figure 13. Training for Model 4 - transformer with quadruplet 
loss

VI. CONCLUSION AND FUTURE 
WORK

In this study, the researchers proposed and 
evaluated four models for speaker verification 
using the LibriSpeech dataset. The proposed 
models were compared with state-of-the-art 
models to assess their accuracy and efficiency. 
The results demonstrated that the proposed 
models, particularly Model 1 (BiLSTM with triplet 
loss), achieved significant improvements in 
terms of Equal Error Rate (EER) and inference 
time.

Model 1 exhibited the lowest EER of 0.0685 and 
a competitive inference time of 0.183 seconds, 
highlighting its effectiveness in capturing 
temporal patterns and providing stable 
training. Model 2 (BiLSTM with quadruplet 
loss) showed potential for lower loss but 
faced challenges in training complexity and 
convergence speed. Model 3 (transformer with 
triplet loss) outperformed Model 2 due to its 
powerful global feature learning capabilities, 
resulting in better embedding separation 
and lower loss. Model 4 (transformer with 
quadruplet loss) demonstrated higher loss 
compared to Model 3, indicating that the 
added complexity of quadruplet loss does not 
always translate into better performance in 
transformers.

Overall, the proposed models outperformed 
several state-of-the-art models in terms 
of both accuracy and inference time. The 
findings suggest that the proposed approach 
is effective and can be further optimized for 
real-world applications. Future work will focus 
on refining the models and exploring additional 
techniques to enhance their performance and 
applicability in various speech recognition 
tasks.

For future work, MFCCT and MSE methods could 
be integrated with the models replacing MFCC 
to analyze the accuracy versus the inference 
time of the four models.
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