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Renewable Energy and Sustainable Development (RESD) is a biannual international peer-reviewed 

journal which presents a global forum for dissemination of research articles, case studies and reviews 

focusing on all aspects of renewable energy and its role in sustainable development. The topics of focal 

interest to RESD include, but are not limited to, all aspects of wind energy, wave/tidal energy, solar 

energy, as well as energy from biomass and biofuel. The integration of renewable energy technologies 

in electrical power networks and smart grids is another topic of interest to RESD. Experimental, 

computational and theoretical studies are all welcomed to RESD. 

 

Sustainable development is a multidisciplinary advancing to the center of energy research with the 

declaration of UN millennium development goals for the first time in 2000, and continued to constitute a 

challenge in energy technologies in the past decade. RESD is mainly interested in case studies of 

sustainable development and its relation to transition economies in the Middle East, Africa, Asia and 

Oceania. 

 

RESD has an outstanding editorial board of eminent scientists, researchers and engineers who 

contribute and enrich the journal with their vast experience in different fields of interest to the journal. 

The   journal   is   open-access   with   a   liberal Creative   Commons   Attribution-NonCommercial- 

NoDerivatives 4.0 International License. Which preserves the copyrights of published materials to the 

authors and protects it from unauthorized commercial use or derivation. The journal is financially 

supported by Arab Academy for Science, Technology and Maritime Transporting in order to maintain 

quality open-access source of research papers on renewable energy and sustainable development. 
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 Sustainability and energy self-sufficiency; 
overcoming the barriers  

 
Ass. Prof. Rania Abdel Galil 

 
 
 
 
 
Engendering more positive attitudes to renewable energy is by no means a simple feat. Renewable energy 

technologies are viewed as radical innovations which necessitate substantial changes in production and 

consumption patterns, hence often met with resistance from both institutions and individuals. Yet action 

is needed; global energy consumption is expected to rise by 41% and global carbon dioxide emissions by 

29%, with most of the demand and rise coming from emerging economies (BP energy outlook 2035). 

Further, countries need to meet objectives of reduction of GHG under the United Nations Framework 

Convention on Climate Change. Renewable energy share in the global energy mix needs to significantly 

increase in order to reach supply sufficiency, energy security, energy equity and environmental 

sustainability. 

 

Meeting demands of energy is critical for the economic and social development of any country; energy 

must be secure, accessible and affordable at all levels of society, and any negative impact of energy 

production and energy use on the environment must be minimized. Middle East energy consumption is 

expected to grow by 69% whilst production to grow by 32%, with 97% of demand still met by fossil fuels 

by the end of the 2035. Energy investment of $316 billion will be required in the Middle East and North 

Africa (MENA) between 2015 and 2019 to meet its growing demand for power (Apicorp, 2014). 

Diversifying energy sources is indeed of interest in the MENA region, spurred by growing demand for 

power and desalinated water, fluctuating fuel price, GHG emission reduction targets, depleting fossil fuel 

reserves and advances in renewable energy technology. However, there are many barriers that hinder 

the adoption of renewable energy technologies worldwide, but more so in the MENA region. These 

barriers are political, economic, social and technological. With a focus on Europe and MENA, it can be 

said that these barriers have much in common albeit framing the struggle on the micro level in Europe 

and on the macro level in MENA. 

 

On a political level, renewable energy policies in Europe are criticized as being uncoordinated, 

unstrategised and based on multiple interests, generally favouring macro level and inadequate to stimulate 

widespread adoption at the micro level. Similarly, in the MENA region, there is a lack of coordination 

between sustainable energy policies with other policy fields, namely economic, financial, environmental 

and social policy, with a lack of expertise in renewable energy policies and supportive policies for private 

investment. On an economic level, in Europe, sourcing and accessing finance is a major barrier for 

communities, with a lack appropriate organizational structures, the volatility of grant regimes and uncertain 

infrastructural costs perhaps associated with the near monopolistic position of some grid companies. 

Whereas in the MENA region, there are no incentives for economical use of energy, there is a lack of 

funding in public utilities in most countries, the investment climate is less attractive and a monopoly 

position of most electricity producers exists. 
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Technically, on a national level in Europe, a problem of the incompatibility of the new technologies with 

the current infrastructure (grid connection and capacity) are often identified as barriers, whilst on a 

community level, the lack of data on the efficiency of techniques, lack of technical skills and experience  

to implement renewable energy solutions act as barriers. In MENA, technologies involving the use of 

renewables have barely become established on the market and there is a significant lack of knowledge in 

the areas of technology transfer, marketing and the development of services within the energy sector. 

Finally, on a social level, the picture in the MENA region is bleaker. In Europe, governments and 

communities are well aware of the challenges laying ahead in terms of energy and some are well 

underway in achieving targets on the energy sustainability front (WEC, 2013). That is not to say that social 

barriers do not exist. They are manifested in the hindrance of knowledge transfer between social actors 

including misinformation, inadequate public consultation, and lack of inertia, access to relevant 

professional services, expertise and skills. Also, community concern over aesthetics, environmental 

issues and a perception of unequal distribution of benefits. However, in the MENA there is barely any 

awareness on the issue of energy security, equity and sustainability among individuals and the society, 

with lack of education and information on production and consumption, and no incentives for change. The 

rate of adoption, although not homogenous across the region, has been slow to date. Policy makers will 

not be persuaded to change, as a bottom-up approach is unlikely and the market will not develop 

accordingly, for lack of demand. Also, top-bottom approaches will be ineffective as the adoption of new 

systems are often met with resistance and the uptake will require change of entrenched practices and 

incentives for adoption. 

 

Challenges to the wider adoption of renewable energy lie in two areas; provision and choice. The later 

can be overcome by awareness campaigns, incentive-based initiatives, and involving and empowering 

individuals and local communities in the development of renewable energy solutions. There is an urgent 

need to support initiatives in the MENA region to collaborate on environmental and energy related issues, 

build capacities to enable civil society engagement in the context of developing and implementing national 

energy plans and increase awareness on the needed shift towards a sustainable energy future. 

Meaningful global price for carbon is but one example to provide incentives for everyone to play their role 

in meeting the world’s increasing energy needs whilst combating climate change and maintaining good 

air and water quality.  To conclude, a quote by the United Nations Secretary-General Ban Ki-moon comes 

to mind: “energy is the golden thread that weaves together economic growth, social equity, and 

environmental sustainability”. If sustainable development is to be realized, if there is to be a universal 

access to modern energy services and energy self-sufficiency, the share of renewable energy sources 

and the global rate of improvement in energy efficiency need to intensify, in addition to a strong shift of 

attitudes and policy towards cleaner choices of energy. 

 

 
 
About Ass. Prof. Rania Abdel Galil 
 
Associate Professor Rania Abdel Galil has graduated from Alexandria University, Faculty of Engineering. She was 

appointed in the Arab Academy for Science, Technology and Maritime Transport (AASTMT) till present. She received 

her PhD from Sheffield University, United Kingdom in 2007. Following her PhD, she accepted an appointment in the 

Department of Town and Regional Planning, Sheffield University, UK, where she taught for two years.  During that 

time, she was a member in a winning bid for a research commissioned by the Parliamentary Commissioner for the 

Environment, New Zealand. She is now an associate professor in the Department of Architectural Engineering and 

Environmental Design, AASTMT. Besides teaching, she acted as RIBA coordinator over the last 5 years and currently 

liaises for international relations and training opportunities.  Rania has presented in many international conferences, 

has been a member of the scientific and organizing committees and actively participated in numerous workshops and 

symposiums.  She is the Associate-Editor of the Journal of Renewable Energy and Sustainable Development (Egypt) 

and an Editorial board member of the International Development Planning Review Journal (UK). She is a peer 

reviewer in several journals, supervised numerous PhD and MSc theses and has published over 20 research papers. 

Her research interests are in sustainability and the North/South divide. 

  

http://apc.aast.edu/


   Volume 1, Issue 2, December 2015 - ISSN 2356-8569 Journal of Renewable Energy and Sustainable Development (RESD) 

232 
RESD © 2015 

http://apc.aast.edu 

 
 

 

 

 

 

 Changing Climate in the MENA Means 
Changing Energy Needs  

 
Dr. Adam Fenech 

 
 
 
 
 
The leading authority on climate change, the Intergovernmental Panel on Climate Change (IPCC) has 

concluded that warming of the climate system is unequivocal, and will continue for centuries. The regions 

in the Middle East and Northern Africa (MENA) have experienced numerous extreme climate events over 

the past few years including the 2009 flooding in Jeddah, Kingdom of Saudi Arabia; the 2005 dust storm 

in Al Asad, Iraq; water scarcity throughout the Arab MENA; and the rising sea levels on the Nile Delta 

coast, Egypt. A climate baseline can be developed for regions in the MENA by locating climate stations in 

the study area using observations made in the Global Climate Observing System (GCOS). For projections 

of future climate, global climate models (GCMs), mathematical equations that describe the physics, fluid 

motion and chemistry of the atmosphere, are the most advanced science available. The Climate Research 

Lab at the University of Prince Edward Island has a dataset available to researchers, called the Climate, 

Ocean and Atmosphere Data Exchange (COADE), that provides easy access to the output from forty 

global climate models used in the deliberations of the Intergovernmental Panel on Climate Change’s 

(IPCC) Fifth Assessment Report (AR5) including monthly global climate model projections of future climate 

change for a number of climate parameters including temperature and precipitation. Over the past 50 

years, climate changes in the MENA Region have led to increases in annual mean temperatures and 

decreases in annual total precipitation. Applying all four greenhouse gas emission futures on a base 

climate normal of 1981-2010 to an ensemble of forty global climate models used in the Fifth Assessment 

Report of the Intergovernmental Panel on Climate Change (IPCC AR5) results in future temperature 

increases for the MENA Region ranging from 1.6 to 2.3 degrees Celsius, and in a range of future 

precipitation changes from reductions of 11 percent to increases of 36 percent by the 2050s (2041-2070). 

These preliminary results should assist the MENA Region in planning its energy needs and its needs for 

renewable energy through increasing the understanding of how climate has impacted the region in the 

past, and how climate will impact in the future. 
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 Current and Future Trends of the 
Automotive Industry  

 
Prof. Dieter Schramm 

 
 
 
 
 
Mobility, and especially individual physical mobility, is still an essential component of nearly all societies. 

The combustion engine was for more than a hundred years, and is still today, the backbone of road-based 

mobility. However, the guarantor for the triumphant advance of the combustion engine was by far not its 

technical superiority over its electrical rival at the beginning of the automobile era, but the energy density 

and the easy worldwide availability of fossil fuels as a means of energy storage. So, e.g. to store the 

energy equivalent of one kg Gasoline, a lithium ion battery with a mass of about 180 kg would be required 

(Schramm, 2012), even if the higher efficiency of the electric motor vs. the combustion engine is taken 

into account. Actually an electric motor is much better suited as a drive source for a motor vehicle as an 

internal combustion engine. Only the achievable energy density along with the cost of its chemical-process 

based storage, the battery, still prevent its immediate breakthrough in the automotive drive technology. 

 

Nevertheless, the German Government has set the target to bring at least a million electrified motor 

vehicles on Germany's roads by 2020, which is already impossible to reach from today’s perspective. 

However, strategies are needed to achieve a sustainable transition to electric mobility. This, in addition to 

continued research on high-efficiency batteries which also includes the development of vehicles that offer 

a good compromise between coverage, costs and consumption while satisfying the mobility needs of their 

users. 

 

Another trend that will lead to a paradigm shift in the use of individually-powered vehicles is the automation 

of the task of driving up to the highly automated or even autonomous vehicle. The technical prerequisites 

like sensors and actuators for these new systems are already available at least for application on 

motorways and rural regions, e.g. in Germany. More activities are required for robust algorithms and 

strategies to hand over control back to the driver in complex situations and even vice versa from the driver 

to the car in cases where the driver is unable to further control his car, e.g. in case of a heart attack. 

Another open field is the question of the responsibility in case of an accident along with even ethic 

problems.  

 

A widely uncharted aspect is the individual customer who is expected and needed to buy the vehicle and 

his/her behaviour of vehicle use. For this reason currently a variety of activities is underway to find out 

how cars are actually being used in different countries. Those different usage scenarios would have a 

significant effect on the availability, environmental impact and economics notably of electrified vehicles. 

So a project funded by the German government is the Ruhr Car Sharing Project operated by the University 

of Duisburg-Essen and their  partners for several years especially for electric and hybrid vehicles (Tewiele 

et al., 2015). Still unidentified, however, is the influence of a large proportion of electrified and highly 

automated vehicles on consumption, the total CO2 emissions and traffic jams (Jeschke et al., 2014). For 

this purpose extensive field experiments are conducted along with activities using simulation models to 

predict these impacts reliably for the future. It has to be made possible to successfully derive development 

strategies for Europe and other regions as well (Schüller et al., 2015). 

Despite all difficulties, we are confident that there will be solutions for robust environment friendly technical 

solutions, acceptance by humans and even legal obstacles. As Albert Einstein once said, “Amid the 

difficulty lies opportunity.” 
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 Sustainable Development is the only path 
to achieve the green economy  

 
Eng. Ahmed Abou Elseoud 

 
 
 
 
 
Sustainable development is the management of renewable resources for the good of the entire human 

and natural community. Built into this concept is an awareness of the animal and plant life of the 

surrounding environment .The goal of sustainable development is to provide resources for the use of 

present populations without compromising the availability of those resources for future generations, and 

without causing environmental damage that challenges the survival of natural ecosystems. Consequently, 

sustainable economies cannot be based on the use of non-renewable resources. Ultimately, sustainable 

economies must be supported by the use of renewable resources such as biological productivity, and 

solar, wind, geothermal, and biomass energy sources. However, even renewable resources may be 

subjected to overexploitation and other types of environmental degradation. Central to the notion of 

sustainable development is the requirement that renewable resources are utilized in ways that do not 

diminish their capacity for renewal, so that they will always be present to sustain future generations of 

humans. On the other hand, Egypt welcomes the concept of the green economy to achieve sustainable 

development ,within the framework of respect for national priorities of each country, in order to achieve 

more decent work opportunities, and developments continued, and use environmental resources. Egypt 

have passed already in the implementation of a number of pilot projects in this regard, and look forward 

to witnessing the next stage for more cooperation with development. The energy is the main driver of 

economic and social development with the necessity to development of primary energy resources and the 

proper management and use of the most important policies and development strategies Egypt depends 

in achieving economic development and technological several sources of energy available to a power and 

petroleum and natural gas, but that recently Egypt has seen a severe lack of energy due to the following 

reasons Increased energy consumption rate - Lower crude oil and gas production rates in the country - 

Some electricity production plants with low efficiency - increasing  proportion of commercial waste- Slow  

expansion  of the  use  of  alternative  energy .In this sense the Ministry of Environment has searched for 

alternative sources of energy assessing its environmental impact and its economic and social impact at 

the same time and take measures and actions that would raise sustainable proportion of renewable energy 

in the Egyptian energy mix and working to reduce the pressures of climate change where can these 

measures can contribute to maximize the utilization of alternative energy resources and traditional such 

as the use of solid waste as well as alternative fuels and use them as a form of alternative energy. 
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Abstract - This paper deals with the modelling and 

simulation of wind turbine driven by induction 

generator. Usually in mechatronic systems, several 

types of energy are involved. By its nature of a power 

conserving description of a system, the Bond-Graph 

method is especially practical when several physical 

domains have to be modeled within a system 

simultaneously. This is certainly the case in wind 

turbine systems where mechanical and electrical 

systems in several combinations are present. This 

work presents an implementation of the wind turbine 

model in bond graph approach. Simulation results are 

carried out by means of simulation in 20-sim software 

environment. 

 

Keywords - wind turbine, modelling, bond graph, 

induction generator. 

 

I. INTRODUCTION 

 

    Energy consumption has increased considerably in 

recent years with the technology evolution. This has 

increased the demand for fossil fuels and has made 

firstly, electrical energy more expensive and 

secondly, the fossil fuels have a several disasters on 

the environment protection by the emissions of 

greenhouse gases and undesired particles into the 

atmosphere. Because of such reasons, it is 

necessary to focus on other forms of energy 

production to meet the growing needs of today's 

world. Furthermore, the wind energy, being one as an 

efficient source of alternative and cleanest sources of 

electricity, has emerged as one of the most preferred 

sources for electricity generation. 

 

The wind energy is the kinetic energy of the flowing 

air mass per unit time. Therefore, when performing 

wind power integrated network planning or analysis of 

the operation, the engineers have put a lot of effort in 

modelling the wind rather than focusing on the 

problem itself. Thus, a wind model compatible with 

the analytical tools of commercial power system is in 

imminent need.  

In Electromechanical Engineering, the global analysis 

of systems is difficult because of their heterogeneity 

and their multi-domains nature. Nevertheless, this 

system approach is essential because it underlines 

couplings between elements of different physical 

fields. To facilitate this analysis, the unified formalism 

Bond Graph is used. This modelling method 

illustrates the energetic transfers in the system. 

Moreover, this methodology offers interesting 

solutions in terms of system analysis.  

 

Much research has been done on the modelling and 

control of wind turbines [2], [4], [6] and [7]. Most of 

this research has been done using simple wind 

mechanical and aerodynamic models that overlook a 

number of important features. Research on wind 

turbines based on more sophisticated mechanical 

and aerodynamic models was made only with 

relatively simple models of electric generator, its 

controllers, and model of the power system. This is 

because most researchers who have studied the 

wind power, they are focusing on aspects either 

electrical or mechanical part, without paying attention 

to the operation of the complete electromechanical 

system. There are many types of WT models, ranging 

from single mass, one state model to multiple mass 

models. In a simulation point of view, it is desirable 

that the model is as simple as possible and can 

capture as much of the dynamics that appear in 

reality.  

 

In this context, our study is interested in the wind 

turbine system. This document is based on modelling 

and simulation method with Bond Graph (BG) applied 

to the wind turbine driven by generator induction. This 

method becomes a powerful tool when the complex 

interaction of subsystems of different types should be 

evaluated. The paper is organised as follows: The 

section 2 gives a brief introduction on bond graph 

methodology then, on finds in section 3 a modelling 

of different parts of wind turbine system and their 
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bond graph in 20-sim software is presented. In 

section 4 is illustrated the simulation results and 

theirs discuss. A conclusion is given at the end of this 

paper. 

 

II. BOND GRAPH 

 

A. Bond Graph methodology 

The methodology of the bond graph modelling is 

based on the characterization of power exchange 

phenomena within a system. The idea of the bond 

graph modelling is the representation of dissipated 

power as the product flow and effort to bind the 

various junctions to reproduce the system. The bond 

graph is a powerful tool in modelling systems; 

especially in cases where subsystems of different 

physical character (mechanical, electrical, thermal, 

hydraulic …) are interact. The exchange of energy 

between the subsystems of a more complex system in 

bond graph modelling is of an essential significance. 

Bond graph is therefore a directed graph whose 

nodes represent subsystems and arrows - the transfer 

of energy between the subsystems. 

 

B. Bond Graph Elements 

In BG modelling, there are a total of nine different 

elements. We will first present the basic elements of 

BG and introduce the causality assignments. 

 

Source element: there are two type of 1-ports source: 

the effort source and the flow source. In each case, an 

effort or flow is assumed to be maintained constant 

independent of the power supplied; the constitutive 

relation and causality is showing in Fig.1. 

 

 
 

Fig .1. Sources elements 

 

Resistive element: is an element in which the effort 

and flow variables at the single port are related by a 

static function Fig2. 

 

Inertia element: the inertia port corresponds to the 

electrical inductors, the momentum p is related the 

flow f. There are two choices for the causality 

assignment for the I-element Fig2.  

 

Compliance element: is an element that relates effort 

e and displacement q. the power flows into the port 

and a sign convention similar to that used for the 

resistor is adopted Fig.2. 

 

 
 

Fig .2. Resistance, Inertia and compliance elements 

 

Transformer and gyrator: the transformer and gyrator 

can work in two ways; transformer transforms a flow 

to another flow or an effort to another effort. The 

gyrator transforms a flow into an effort or transforms 

the effort into a flow. 

 

 
 

Fig .3. Transformer and Gyrator elements 

 

Junctions: there are two different types of junctions 

that connect the different parts in BG, the 0-junction 

and 1-junction. Junctions are power conserving at 

each instant and the power transport of all bonds  add 

up to zero at all times. The junction elements 

represent the two types of connections, which, in 

electrical terms, are called the series, and parallel 

connections 
 

III. MODEL DESCRIPTION 
 

 
 

Fig .4. Wind turbine model description 

 

In this section, the dynamic simulation model is 

described for the proposed wind turbine energy 

conversion. The block diagram of the integrated 

overall system is shown in Fig.4. Afterwards, each 

sub-model of the wind turbine is presented and 
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combined to obtain a complete model of the wind 

turbine. 

The all parts of system modelling in 20-sim software is 

showing in Fig.5. 

 

 
 

Fig .5. System Parts modelling in 20-sim software 

 

A. Aerodynamic Model  

Wind turbine electrical generation systems power 

comes from the kinetic energy of the wind. Thus, it 

can be expressed as the kinetic power available in the 

stream of air multiplied by a Cp factor called power 

coefficient or Betz’s factor. The Cp Mainly depends on 

the relation between the average speed of the air 

across the area covered by the wind wheel and its 

angular speed and geometric characteristics of the 

turbine. The power extracted by the wind turbine has 

the following expressions [2]:.  
 

𝑃𝑤 =
1

2
. 𝜌. 𝐴. 𝐶𝑝. 𝑉𝑊

3        (1) 

𝐴 = 𝜋. 𝑅3           (2) 

Where  𝑃𝑤 is the air stream kinetic power, ρ the air 

density assumed to be constant, 𝐴 is the surface 

covered by the wind wheel and 𝑉𝑊 the average wind 

speed. The power that wind turbine can catch from 

wind is: 

𝑇𝑊 =
𝑃𝑤

Ω
        (3) 

There have been different approaches to model the 

power coefficient ranging from considering it to be 

constant for steady state and small signal response 

simulations to using lookup tables with measured 

data. Another common approach is to use an analytic 

expression [2]:  

𝐶𝑝 = 0.22 (
116

𝜆′
− 0.4𝛽 − 5) 𝑒

−12.5

𝜆′      (4) 

With:            

  
1

𝜆′
=

1

𝜆+0.08𝛽
−
0.035

𝛽3+1
            (5) 

Where λ is so called tip-speed ration and it is defined 

as λ =
ω𝑅

𝑉𝑤
            (6) 

and β is the pitch angle. 

 

Fig .6 Power Coefficient of wind turbine 

 

In general the 𝐶𝑝 coefficient is represented by the 

Graph which depends on the tip-speed ratio λ and the 

pitch angle β. 

The bond graph of aero-dynamical part of wind turbine 

model implemented in 20-sim software from [4] is 

show in Fig.4. 

 

 
 

Fig .7 The bloc diagram Model of Aero-dynamical part of wind 

turbine model in 20-sim Software 
 

 

B. Mechanical Part 

The mechanical part of the wind turbine system 

includes all the mechanical elements of Systems 

(blades, lock rotor, shafts, Speed Multiplier (gear box) 
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... etc.).This multiplier is modelled mathematically in 

[3] for the following equations: 

𝑪𝒓 =
𝑻𝒎

𝑮
         (7) 

𝛀𝒕𝒖𝒓𝒃𝒊𝒏𝒆 =
𝛀𝒎𝒆𝒄

𝑮
        (8) 

G: The speed multiplier gain 

𝑱 =
𝑱𝒕𝒖𝒓𝒃𝒊𝒏𝒆

𝑮𝟐
+ 𝑱𝒓           (9) 

 

The fundamental equation of dynamics used to 

determine the evolution of the mechanical speed from 

the total mechanical torque (𝑪𝒎𝒆𝒄) applied to the 

rotor: 

𝑱 
𝒅𝛀𝒎𝒆𝒄

𝒅𝒕
= 𝑪𝒎𝒆𝒄       (10) 

𝐽 The total inertia appears on the generator rotor. The 

mechanical torque depends on the electromagnetic 

torque (𝑪𝒆𝒎) produced by the generator, the torque of 

viscous friction (𝑪𝒗𝒊𝒔) and load torque (𝑪𝒓). 

𝑪𝒎𝒆𝒄 = 𝑪𝒓 − 𝑪𝒆𝒎 − 𝑪𝒗𝒊𝒔             (11) 

The viscous torque is modelled by. 

𝑪𝒗𝒊𝒔 = 𝒇.𝜴𝒎𝒆𝒄         (12) 

𝒇: Is the viscous friction coefficient. 

 

C. Three Masses Model  

The equivalent model of a wind turbine drive train is 

presented in Fig 6. The masses correspond to a large 

mass of the wind turbine rotor, masses for the 

gearbox wheels and a mass for generator 

respectively. 

 

Fig 6. Three-mass model of a wind turbine drive train. 

 

The inertia of the low-speed shaft also includes the 

inertia of the rotor, while the friction component 

includes bearing frictions. The dynamics of the low-

speed shaft is: 

𝑻𝒘𝒕 − 𝑻𝟏 −𝑩𝒘𝒕𝛀𝒘𝒕 = 𝑱𝒘𝒕
𝒅𝛀𝒘𝒕

𝒅𝒕
     (13) 

Where: 

𝐵𝑤𝑡 Is the viscous friction of the low-speed shaft [Nm/(rad/s)], 

𝐽𝑤𝑡 Is the moment of inertia of the low-speed shaft [Kgm2],  

𝑇𝑤𝑡 Is the torque acting on the low-speed shaft [Nm], 

 𝜃𝑤𝑡 Is the angle of the low-speed shaft [rad], 

The inertia of the high-speed shaft also includes the 

inertia of the gearbox and the generator rotor. The 

friction coefficient covers bearing and gear frictions. 

The dynamics of the high-speed shaft is: 

𝑻𝒉 − 𝑻𝒈𝒆𝒏 −𝑩𝒈𝒆𝒏𝜴𝒈𝒆𝒏 = 𝑱𝒈𝒆𝒏
𝒅𝜴𝒈𝒆𝒏

𝒅𝒕
     (14) 

Where: 

𝐵𝑔𝑒𝑛: The viscous friction of the high-speed shaft [Nm/(rad/s)]; 

𝐽𝑔𝑒𝑛  : The inertia moment of the high-speed shaft [Kgm2]; 

𝑇𝑔𝑒𝑛 : The generator torque [Nm]; 

𝑇ℎ      : The torque acting on the high-speed shaft [Nm]; 

𝜃𝑔𝑒𝑛 : The angle of the high-speed shaft [rad]; 

The remaining part of the gearbox modeling is to 

apply a gear ratio, as defined below. 

𝑻𝒉 =
𝑻𝟏

𝑲𝒈𝒆𝒂𝒓
                                             (15) 

𝐾𝑔𝑒𝑎𝑟 is the drive train gear ratio. 

The torsion of the drive train is modelled using a 

torsion spring and a friction coefficient model, 

described according to: 

𝑻𝟏 = 𝑲𝒘𝒕𝜽∆ +𝑫𝒘𝒕�̇�∆      (16) 

𝜽∆ = 𝜽𝒓 −
𝜽𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
     (17) 

Where: 

𝐷𝑤𝑡  is the viscous friction of the low-speed shaft [Nm/(rad/s)] 

𝐾𝑤𝑡  is the torsion stiffness of the drive train [Nm/rad] 

𝜃∆is the torsion angle of the drive train [rad] 

 

𝑻𝟏(𝒕) = 𝑲𝒘𝒕 (𝜽𝒓 −
𝜽𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
) + 𝑫𝒘𝒕 (𝜴𝒘𝒕 −

𝜴𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
)  (18) 

After simplification and substituting equations obtains 
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{
 
 
 
 

 
 
 
 𝑱𝒘𝒕

𝒅𝛀𝒘𝒕

𝒅𝒕
= 𝑻𝒘𝒕 −𝑲𝒘𝒕 (𝜽𝒓 −

𝜽𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
) − (𝑫𝒘𝒕 + 𝑩𝒘𝒕)𝛀𝒘𝒕

                                                               + 
𝑫𝒘𝒕

𝑲𝒈𝒆𝒂𝒓
𝛀𝒈𝒆𝒏[𝑵𝒎]

          

𝑱𝒈𝒆𝒏
𝒅𝛀𝒈𝒆𝒏

𝒅𝒕
=

𝑲𝒘𝒕

𝑲𝒈𝒆𝒂𝒓
(𝜽𝒓 −

𝜽𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
) +

𝑫𝒘𝒕

𝑲𝒈𝒆𝒂𝒓
𝛀𝒘𝒕                        

                                − (
𝑫𝒘𝒕

𝑲𝒈𝒆𝒂𝒓
+ 𝑩𝒈𝒆𝒏)𝛀𝒈𝒆𝒏 − 𝑻𝒈𝒆𝒏[𝑵𝒎]           

�̇�∆ = �̇�𝒘𝒕 −
�̇�𝒈𝒆𝒏

𝑲𝒈𝒆𝒂𝒓
[𝒓𝒂𝒅 𝒔⁄ ] 

        (19) 

Three first order differential equations have been 

derived in this section in order to describe the 

behavior of the drive train. In the next section, the 

effect on the tower from the aerodynamic thrust is 

considered. 

Bond graph bloc diagram model of three masses 

system is showing in Fig.8. 

 

 

Fig 8. Multi masses system model 

 

D. Electrical Part 

The generator used for the wind system is an 

asynchronous squirrel-cage generator whose 

parameters are quoted in table1. The model of the 

asynchronous machine is deduced from the two-

phase machine by supposing that the variables are 

expressed in a reference frame x-y turning at the 

speed of the electric field. The results obtained by 

simulation illustrate the behaviour of this generator 

and give the par values of operation. 

The induction machine equations are [2]: 

 

{
  
 

  
 

𝑈𝑠𝑥 = 𝑅𝑠𝐼𝑠𝑥 + 𝑆Ψ𝑆𝑋 − 𝜔𝑆 . Ψ𝑆𝑌

𝑈𝑠𝑦 = 𝑅𝑠𝐼𝑠𝑦 + 𝑆Ψ𝑆𝑦 − 𝜔𝑆 . Ψ𝑆𝑥

0 = 𝑅𝑟𝐼𝑟𝑥 + 𝑆Ψ𝑟𝑥 − (𝜔𝑆 − 𝜔𝑟)Ψ𝑟𝑦

0 = 𝑅𝑟𝐼𝑟𝑦 + 𝑆Ψ𝑟𝑦 − (𝜔𝑆 − 𝜔𝑟)Ψ𝑟𝑥

    𝐶𝑒   =  𝑃. 𝐿𝑠𝑟(𝐼𝑠𝑦. 𝐼𝑟𝑥 − 𝐼𝑠𝑥 . 𝐼𝑟𝑦)
ΨS = Ls. Is + Lsr. Ir                          

Ψr = Lr. Ir + Lsr. Is                         

                 (20)      

 

This system can be presented as follows: 

{
 
 
 
 

 
 
 
 

𝑆Ψ𝑠𝑥  = 𝑈𝑠𝑥 − 𝑅𝑠 . 𝐼𝑠𝑥 + 𝜔𝑠 . Ψ𝑠𝑦

𝑆Ψ𝑠𝑦 = 𝑈𝑠𝑦 − 𝑅𝑠 . 𝐼𝑠𝑦 + 𝜔𝑠 . Ψ𝑠𝑥

𝑆Ψ𝑟𝑥  = 𝑅𝑟 . 𝐼𝑟𝑥 + (𝜔𝑆 − 𝜔𝑟)Ψ𝑟𝑦

𝑆Ψ𝑟𝑦  = 𝑅𝑟 . 𝐼𝑟𝑦 + (𝜔𝑆 − 𝜔𝑟)Ψ𝑟𝑥

    𝐶𝑒   =  𝑃. 𝐿𝑠𝑟(𝐼𝑠𝑦. 𝐼𝑟𝑥 − 𝐼𝑠𝑥 . 𝐼𝑟𝑦)

𝐼𝑠       =
Lr .Ψs+Lsr .Ψr

Ls.Lr−Lsr
2
                          

𝐼𝑟      =
Ls.Ψr+Lsr .Ψs

Ls.Lr−Lsr
2
                         

                 (21)      

     
𝑈𝑆𝑋 , 𝑈𝑠𝑦 : The stator voltage Components expressed in x-y 

reference. 

𝐼𝑆𝑋 , 𝐼𝑠𝑦  : The stator current Components expressed in x-y 

reference. 
𝑅𝑆  : Stator resistance; 

𝑅𝑟 : Rotor resistance; 

𝐿𝑆  : Stator Inductance; 

𝐿𝑟  : Rotor Induction; 

𝐿𝑆𝑟 : Mutual inductance; 

𝑃   : Number of pole pairs; 

𝐶𝑒  : Electromechanical torque; 

𝜔𝑆  : Speed of the electric field; 

𝜔𝑟  : Electric rotor speed; 

 

The bond graph of induction machine in 20-sim 
software using library developed in [5] is showing in 
Fig.9. 
 

 

Fig 9. Induction Generator bond graph model 
 

IV. SIMULATION RESULTS 

Simulation step is done on a specific bond graph 

software 20-sim, which is an object oriented 

hierarchical modelling software. It allows users to 

create models using bond graph, block-diagram and 

equation models. A list of numerical values of wind 

turbine system parameters used in this simulation is 

presented in Table-1. 

 

 

Ce

Omega2

Omega1

Omega3

Constant1

1

0.00875 s

LinearSystem2

1

0.004375 s

LinearSystem1Constant2

Constant3

20

s

LinearSystem3

K

Gain

1

0.004375 s

LinearSystem4

20

s

LinearSystem5

K

Gain1
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Table 1. Model Parameters 
 

Nominal Power Pn=180KW 

Rotor Diameter D=23.2m 

Rotor Speed Ω=42tr/min 

Multiplier Coefficient 23.75 

Number of Blades 3 

Air Density ρ=1Kg/m3 

Turbine  Moment Inertia JT=102,8Kgm2 

Generator Moment Inertia JG=4,5Kgm2 

Rigidity Coefficient K12=2700Nm/rad 

Damping Coefficient B12=0.1Nms/rad 

Number of Pairs P=3 

Stator Resistance Rs=0.0092Ω 

Rotor Resistance Rr=0.0061Ω 

Stator  Mutual Inductance Lls=186μH (Ls= Lls+ Lm) 

Rotor  Mutual Inductance Llr=427μH (Lr= Llr+ Lm) 

Magnetizing Inductance Lm=6.7mH (Lsr= Lm) 

 

The Fig.5 shows all parts of system modelling 

implemented in 20-sim software. The Fig.6 presents 

the Power Coefficient 𝐶𝑝 evolution function of tip-

speed ration (λ). Through this figure, we can easily 

see that the evolution of the 𝐶𝑝 retrieve its maximum 

at the 𝜆𝑜𝑝 = 3. The Fig.7 illustrated a bond graph bloc 

diagram Model of Aero-dynamical part of wind turbine 

and Fig.8 presents a Bond graph of Multi mass model 

under 20-sim software. The Fig.9 depicts Induction 

Generator bond graph model. The Fig.10 and Fig.11 

show the mechanical power and torque curves 

respectively of the wind turbine. They occur the 

maximum point at the  𝜆𝑜𝑝 = 3 . The Fig.12 shows the 

power coefficient with blade pitch 𝛽 and its maximum 

value at 𝜆𝑜𝑝 = 3. With regard to the instantaneous 

torque (Fig.13), we can indicate the presence of 

oscillations in magnitude for a very short time at start 

up, and then these oscillations are cleared. Figures 

(Fig.14-16) show the curves velocities of multi-mass 

model. They have strong oscillations during the 

transient regime during 0.02s, and converse to its 

nominal speed at 157rad /s. 

 

 
Fig 10. Mechanical Power  in 20-sim software 

 
Fig 11. Mechanical Torque In 20-sim Software 

 

 
Fig 12. Power Coefficient                                                    

 

 
Fig 13. Torque characteristic 

 

 
Fig 14. First mass Speed 

 
 

Fig 15. Second mass Speed 
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Fig 16. Third mass Speed 

 

 

V. CONCLUSION  

 

In this paper, a power conversion system was 

studied with a “system viewpoint methodology” 

by using a Bond Graph technique. However, the 

different fields of energy conversion, the 

nonlinearity and the different dynamics of the 

system involve the use of a global unified 

formalism for studying the global system. The 

software ‘‘20-sim’’ permit to implemented the 

bond graph system model’s. The simulation 

results from this approach confirm one of the 

benefits of BG as a generally usable approach to 

modelling mechatronic systems and offers 

interesting solutions in terms of system 

diagnosis and analysis. 
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Abstract - The application of species distribution 

modeling in deserts is a useful tool for mapping 

species and assessing the impact of human induced 

changes on individual species. Such applications are 

still rare, and this may be attributed to the fact that 

much of the arid lands and deserts around the world 

are located in inaccessible areas. Few studies have 

conducted spatially explicit modeling of plant species 

distribution in Egypt. The random forests modeling 

approach was applied to climatic and land-surface 

parameters to predict the distribution of ten important 

plant species in an arid landscape in the northwestern 

coastal desert of Egypt. The impact of changes in land 

use and climate on the distribution of the plant 

species was assessed. The results indicate that the 

changes in land use in the area have resulted in 

habitat loss for all the modeled species. Projected 

future changes in land use reveal that all the modeled 

species will continue to suffer habitat loss.  

 

The projected impact of modeled climate scenarios 

(A1B, A2A and B2A) on the distribution of the 

modeled species by 2040 is varied. Some of the 

species were projected to be adversely affected by 

the changes in climate, while other species are 

expected to benefit from these changes. The 

combined impact of the changes in land use and 

climate poses serious threats to most of the modeled 

species. The study found that all the species are 

expected to suffer loss in habitat, except 

Gymnocarpos decanderus. The study highlighted the 

importance of assessing the impact of land 

use/climate change scenarios on other species of 

restricted distribution in the area and can help shape 

policy and mitigation measures directed towards 

biodiversity conservation in Egypt. 

 

Keywords - climate change -  land use change -  

random forests - species conservation importance 

(SCI) index - species distribution models (SDMs). 

 

I. INTRODUCTION 

 

A. Species Distribution Models (SDMs) 

Species distribution models (SDMs) were founded in 

ecology and natural history based on gradient 

modeling and niche theory  [1], [2], [3]. Habitat or 

species distribution models (SDM) are defined as 

models that ‘statistically relate the geographical 

distribution of species or communities to their present 

environment’ [4]. Species distribution models (SDM) 

are also known as: bioclimatic models; climate 

envelopes; ecological niche models (ENMs); habitat 

models; resource selection functions (RSFs); and 

range maps [2]. The premise of these models is that 

environmental factors control the distribution of 

species and consequently communities [1], [4], [5].  

 

Prediction of species distribution started early on by 

descriptive studies conducted by ecologists interested 

in understanding the relationship between patterns of 

species in relation to geographical settings and 

environmental gradients [2]. Later the evolution in 

ecology and other related fields coupled by the 

emergence of numerical analysis and quantitative 

approaches has greatly influenced species 

distribution modeling. Quantitative approaches of 

species distribution modeling developed as a result of 

convergence of two lines of research trends in 

ecology and geography. The first line started in 

ecology as field-based research that studied species-

habitat relationships. These studies later adopted 

quantitative approaches by applying statistical 

analysis techniques (e.g. linear multiple regression 

techniques), then the advanced regression 



Journal of Renewable Energy and Sustainable Development (RESD)      Volume 1, Issue 2, December 2015 - ISSN 2356-8569 

244 
 

techniques (e.g. Generalized Liner Models (GLMs) 

and boosted regression techniques) were developed 

to overcome limitations of the linear paradigm. The 

second line emerged in geography, and specifically in 

physical geography, through the advancement in 

geographic information systems and remote sensing 

techniques [2]. The integration of GIS and remote 

sensing has allowed the development of methods for 

interpolation of global climate and modeling global 

surface elevation, in addition to provision of spectral 

data that were employed in species prediction 

models. The development of the field of species 

distribution modeling and mapping has been driven 

by the need to map vegetation patterns over large 

areas for resource management and conservation 

planning, and to predict the effects of environmental 

changes on vegetation distribution  [1], [5].  

 

A suite of statistical and machine-learning techniques 

has been developed for conducting SDMs [6]. 

Although many approaches are used for the species 

distribution modeling, no rules exist to provide 

guidelines on the best modeling approach to use [3]. 

It is also likely that some approaches may be better 

for prediction of one species over another. This is 

related to many factors that include: the nature of the 

data used (quantity & quality); the nature of the 

predicator variables used; the spatial scale used 

(resolution and the extent); and the relevance of the 

environmental predicators used to the ecological 

characteristics of the species being predicted [4], [7], 

[8], [9], [10]. 

 

B. Applications of SDMs for Studying Global 

Changes 

The use and application of SDMs for different 

purposes is growing rapidly [11], because SDMs 

provide useful tools for understanding the gaps in 

knowledge of species distribution. More recently they 

have been used to assess potential impacts of 

changes in environmental and climatic conditions on 

the distribution of species [12], [4], [3], [13]. In most 

cases these studies deal with different land use/land 

cover and climatic scenarios.  

 

The study by Sala and his colleagues [14] is one of 

the first studies that provided projection of changes in 

biodiversity at the global scale under different 

scenarios of climate and land use change by 2100. 

The study provided scenarios of change in the ten 

widely known terrestrial biomes plus the fresh water 

aquatic ecosystems. They based their scenarios on 

how the change in some drivers (for example; 

climate, vegetation, land use, and levels of carbon 

dioxide) will trigger changes in biodiversity.  

 

Over the last three decades, numbers of General 

Circulation Models (GCM’s) have been developed. 

The Data Distribution Center (DDC) of the IPCC 

distributes a number of datasets, derived from 

various general circulation models (GCMs). These 

models are available on the web at: http://www.ipcc-

data.org/. Due to the coarse resolution of these data, 

they are mostly used to assess the potential impact of 

change in climate at a broad scale. This coarse 

resolution does not suit applications aiming at 

assessing the climate change impact on agriculture 

and biodiversity at finer scales [15], [16]. Therefore, 

many attempts have been made for downscaling and 

disaggregating GCM outputs (for example; [17], [16]). 

Spatial disaggregation based on WorldClim data [15] 

as baseline climate was applied to 24 different GCMs 

used in the IPCC4th assessment report for different 

emission scenarios and for seven different 30-year 

running mean periods [16]. The data are freely 

available through the CGIAR Research Program on 

Climate Change, Agriculture and Food Security 

(CCAFS) web: http://www.ccafs-climate.org/data/. 

The data have been used to assess the response of 

different species to the simulated changes in climate 

(for example, [18], [19], [20]). 

 

Arid lands in general and deserts specifically, are 

poorly studied areas with regard to the assessment of 

their biodiversity and understanding the distribution of 

species in their vicinity [21]. This is likely related to 

the harsh nature of these areas and the 

inaccessibility of parts of the desert areas. The few 

studies that used species distribution modeling 

techniques in desert ecosystems were successful in 

providing tools for modeling the distribution patterns 

of species. Yet SDM approaches have rarely been 

used for addressing the influence of environmental 

changes (climate, land use change or any other 

disturbances) on the distribution of species in arid 

lands. This may be because arid lands are some of 

the most poorly studied areas in the world. Species 

distribution modeling techniques were used in the 

current study to project the impact of environmental 

changes on the distribution of ten important plant 

species in the northwestern coastal desert of Egypt. 

This region has experienced rapid change in land 

use/land cover recently due to coastal development 

projects. Species distribution modeling techniques 

and available environmental predictors (bioclimatic 
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and land-surface parameters) were used here to: 1) 

predict the potential distribution of ten important plant 

species; 2) study the effect of land use change on 

distribution of the modeled species; and 3) project the 

potential changes in distribution of the species under 

different climate/land use scenarios. 

 

II. MATERIALS AND METHODS 

 

A. Study Area 

The study area is part of the northwestern coastal 

desert of Egypt. It extends for 40 km from El-hamam 

town to westward to El-Alamein town and from the 

Mediterranean coast southward to Moghra Oasis 

(Figure 1), occupying an area of about 2800 km2 

located between 30° 10' to 30° 55' and N 28° 55' to 

29° 25' E.   

 

The area has a short rainy season, which occurs 

mostly during winter from November to April but may 

extend to May. Little precipitation occurs during the 

rest of the year [22], [23]. The mean annual 

precipitation ranges from100 to 150 mm/year, thus the 

area considered arid (rainfall zones of 0-300 mm) [24]. 

The climatic records [25] indicate that the total 

monthly evapotranspiration in the coastal area 

exceeds the total annual precipitation. This reflects 

the arid conditions and the water deficiencies that 

prevail in the area. A north-south climatic gradient was 

noticed in this region, with an increase in 

environmental aridity and ‘thermal continentality’ 

towards the South [26]. The vegetation of the region is 

dominated by dwarf shrubs less than one meter [24]. 

The agricultural activities in the northern part have 

resulted in changes throughout the area that might 

have impacted species distributions.  

 

The Omayed Biosphere Reserve (OBR) a.k.a. 

ElOmayed Protected Area (OPA) is located in the 

northern part of the study area (Figure 1). The 

protected area is considered as one of the largest 

terrestrial protected area in Egypt [27]. 

 

B. Data Collection  

Field visits were conducted to survey the plant 

species in the area, where more than 800 plots were 

selected randomly in order to account for the major 

physiographic variation in the study area. Plant 

species were recorded and identified according to 

“Students' Flora of Egypt” by Täckholm [28] and 

nomenclature of the species was updated following 

“Flora of Egypt” by Boulos [28], [29], [30], [31], [32] 

and the Latin names of the species were updated 

following the “Flora of Egypt: Checklist” by Boulos 

[33]. Species distribution modeling could be 

developed based on the presence-only data or 

presence-absence data [35]. In the current study, both 

presence and absence data were employed in 

modeling.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig .1. Location of the studied area: a) Egyptian 

governorates’ administrative boundaries; b) the 

northwestern coastal desert showing location of the study 

area northeast of Qattara Depression; and c) the study 

area as shown through part of Landsat Thematic Mapper 

2011 image. The location of Omayed Biosphere Reserve 

(OBR) is highlighted, core zones in red, buffer zone in 

green and transition zone in blue (After [34]). 

 

C. Predictors 

The accuracy and the predictive power of any habitat 

distribution model depend on the quality and the 

accuracy of the field data employed and the choice of 

the environmental variables used to build the model 

[40]. In the current study, a number of land-surface 

parameters and bioclimatic variables were used to 

build the plant species distribution models (Table 1). 

Ecological land-surface parameters derived from 
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digital elevation models (DEMs) are considered 

important for mapping vegetation, especially if 

combined with other parameters including spectral 

indices derived from satellite imagery [41]. A digital 

elevation data SRTM V4.1 (Jarvis et al. 2008) were 

used for the derivation of land-surface parameters. 

The land-surface parameters employed in the study 

(Table 1) included slope; a terrain roughness index 

(TRI) that provides an quantification of the level of 

undulation and the complexity of the surface [42]; 

topographic wetness index (TWI) [43]; and a slope 

length and steepness (LS) factor. All the land-surface 

parameters were derived using the Automated 

System Geoscientific Analyses version 2.0.7 [44].  

 

Climatic conditions are recognized as the most 

important environmental variables responsible for the 

patterns of species distribution at broad scales [45]. 

However, the availability of climatic data layers of 

appropriate resolution has been rare for researchers 

intending to do species distribution mapping, 

especially in understudied areas [3]. Recently, 

interpolated global climatic data layers that represent 

the previous and current climatic conditions were 

made available to the public (for example; WorldClim 

[15] and CliMond [46]). ‘WorldClim’ is available with 

global coverage at a spatial resolution of 1 km2 and 

can be downloaded from http://www.worldclim.org. 

The WorldClim data include monthly mean total 

precipitation and mean, minimum, and maximum 

temperature in addition to nineteen other bioclimatic 

variables. The current study used thirty environmental 

variables (Table 1) representing important factors for 

plant survival; including bioclimatic variables, 

topographic variables and light controlling factors. The 

incorporation of light controlling factors in modeling 

plant distribution was recommended, particularly in 

studies that involve assessment of the impact of 

climate change on plant distribution [47]. Solar 

insolation indices were derived from the digital 

elevation data and included in the analysis. The 

distance to the coast was also included as a factor in 

modeling plant species distribution to account for 

maritime influences due to proximity to the 

Mediterranean Sea. All the layers representing the 

variables employed in the analysis were re-sampled to 

match the spatial resolution of the DEM used. 

 

D. Modeling Approach 

The data used in the current study were collected 

systematically using field surveys through which the 

presence/ absence observations were recorded for 

each species. Generalized linear models (GLMs) or 

ensembles of regression trees such as random forests 

(RF) or boosted regression trees, (BRT) are 

recommended in cases where presence/absence data 

are available [3], [48], [6]. The current study applied 

the machine learning ensemble method random 

forests (RF) to predict the distribution of the selected 

species using climatological and topographical 

factors. The collected presence/absence data were 

divided randomly to two sets; 70% for calibrating the 

models and 30% for testing and evaluating the 

models. All the analyses were conducted within the 

framework of the open source statistical computing 

environment of R 2.13.1 [49]. The ‘randomForest’ 

package [50] was used for carrying out the random 

forests analyses. Random forests analysis (RF) has 

been used in some studies for modeling species and 

predicting changes in species distribution under 

different climate scenarios [51], [52], [10], [53], [54]. It 

is one of the ‘ensemble modeling’ techniques that 

have recently been used successfully in ecological 

modeling [3]. It is composed of an ensemble of [55] 

classification and regression trees (CART) [56]. The 

RF approach has the advantage of being a non-

parametric approach that can produce a highly 

accurate classification results and can process a 

larger number of independent variables [57]. It has 

been recommended for being robust to outliers and 

noise [57], [58], [59], [56], [60], [61].  

 

In RF model, an ensemble of classification and 

regression tree (CART) models is created by training 

each model on a bootstrap sample of the original 

training data set. The output from each CART model 

is then subjected to a voting process whereby the 

most common vote is selected for producing the final 

results of a classification and the average of all the 

tree results is obtained in the case of performing 

regression. The size of the random forests model (i.e. 

the number of trees) and the number of variables to 

be used for splitting nodes at each tree in the random 

forests model need to be specified by the analyst 

depending on the study. The selection of these 

parameters is based on the combination that 

minimizes the out-of-bag error (oob). Out-of-bag error 

estimation is used as an assessment of the accuracy 

of the model. It is estimated by keeping out (out-of-

bag) one third of each bootstrap replica generated 

from the original training data and using it to test the 

tree models. The use of oob error for evaluating the 

performance of the RF models is considered a robust 
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unbiased method [57]. The optimum combination of 

the number of trees in the RF model and the number 

of variables to be used for splitting nodes was 

determined based on trials, which revealed that 

models with a size of 750 trees and four splitting 

variables at each node attained the lowest error rates. 

A general model for predicting each species was fit 

using all the variables, whereby an assessment of the 

importance of each variable in fitting the model was 

estimated. The percentage of increase in mean 

square error (MSE) was caused when a variable that 

is randomly permuted and introduced to the model 

was used as basis for selection of variables to create 

a reduced model for each species. 

 

Table 1. Variables used in building the models of species distribution in the study area. 

 

Variable Abbreviation Source 

Annual mean temperature Bio1 

Baseline climate data [15] available from: 
http: //www.worldclim.org 

Predicted climate data [16] available from:  
http: //www.ccafs-climate.org/data/ 

 

Mean diurnal range (mean of monthly (max temp - min temp)) Bio2 

Isothermality (mean diurnal range/temperature annual range) (*100) Bio3 

Temperature seasonality (standard deviation *100) Bio4 

Max temperature of warmest month Bio5 

Min temperature of coldest month Bio6 

Temperature annual range (max of warmest month-min of coldest 
month) 

Bio7 

Mean temperature of wettest quarter Bio8 

Mean temperature of driest quarter Bio9 

Mean temperature of warmest quarter Bio10 

Mean temperature of coldest quarter Bio11 

Annual precipitation Bio12 

Precipitation of wettest month Bio13 

Precipitation seasonality (coefficient of variation) Bio15 

Precipitation of wettest quarter Bio16 

Precipitation of coldest quarter Bio19 

Aspect Aspect 

Derived from SRTM DEM 
[18] Available from: 

http: //srtm.csi.cgiar.org 

 

Across-slope plan curvature PlCurv 

Curvature  [62] Curv 

Diffusion insolation DiffInsol 

Direct insolation DirInsol 

Downslope profile curvature PrCurv 

Direct/diffusion insolation ratio DiffToDir 

Elevation Elev 

LS factor LS 

Proximity to sea ProxtoSea 

Slope [62] Slope 

Terrain roughness index according to [63] TRI 

Topographic Wetness Index (TWI) [43] TWI 

Total insolation TotInsol 

 

E. Models Evaluation  

The accuracy and credibility of habitat distribution 

models should be considered in the context of the 

intended applications [4]. Accuracy assessment and 

uncertainty about the data used in developing these 

models should be reflected in and accounted for by 

any further analysis that might use the products of 

these models [64]. An account of the most commonly 

used measures for accuracy assessment of the 

species distribution models can be found in [3], [11]. 

The most commonly used threshold-dependent 

measure for assessing accuracy of habitat distribution 

models is the Kappa statistic; however kappa has 

been criticized for producing a biased accuracy 

assessment. Allouche and colleagues [65] described 

the bias encountered when using Kappa statistic [66] 

and suggested using the true skill statistic (TSS) [67] 

as an alternative method for assessing the accuracy 

of habitat distribution models. In the current study, 

both Cohen’s kappa and the TSS are used as 

threshold-dependent measures in assessing the 

accuracy of the produced models along with the 

overall accuracy, sensitivity (the proportion of the 

correctly predicted presence observations), and 

specificity (the proportion of the correctly predicted 

http://www.worldclim.org/
http://www.ccafs-climate.org/data/
http://www.cgiar-csi.org/data/srtm_90m_digital_elevation_database_v4_1/uot;http:/srtm.csi.cgiar.org
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absence observations). The threshold-independent 

area under the receiver operating curve (AUROC) [68] 

was also used to assess the accuracy of the models. 

 

𝑘𝑎𝑝𝑝𝑎

=  
(

𝑎 + 𝑏
𝑛

) −
(𝑎 + 𝑏)(𝑎 + 𝑐) + (𝑐 + 𝑑)(𝑑 + 𝑏)

𝑛2

1 −
(𝑎 + 𝑏)(𝑎 + 𝑐) + (𝑐 + 𝑑)(𝑑 + 𝑏)

𝑛2

 

𝑇𝑆𝑆 =  ((
𝑎

𝑎 + 𝑐
) + (

𝑑

𝑏 + 𝑑
)) − 1 

 

Where a, number of test presence records which were 

correctly predicted by the model; b, number of test 

absence records which the model predicted as 

presence; c, number of test presence records which 

the model predicted as  absence; d, number of test 

absence records that were correctly predicted by the 

model; n, the total number of the test records. 

 

F. Studying the Combined Impact of Land Use and 

Climate Change 

 
Species distribution modeling is used frequently to 

predict the potential changes in species distribution 

under different change scenarios [48], [47]. Prediction 

of the potential shift in plant distribution under different 

climate change scenarios is considered as one of the 

important applications of the species distribution 

models [69], [47]. Most of the studies that project the 

impact of climate change on species distributions 

have been applied on global or regional scales (for 

example; study by Sala and colleagues [14], and 

study by Skov and Svenning [70]). However, there is a 

need for applying the same principles at the 

landscape level which will be of great help to 

conservation efforts at this scale [71]. The information 

provided by such tools is considered crucial for 

decision making related to land management and 

conservation planning [72], [4]. Most of the studies 

that have predicted the potential change in plant 

species under climate change scenarios have focused 

on temperate regions (for example; [45], [73], [71]). 

The current study provides an assessment of the 

potential impact of climate change on the distribution 

of ten plant species in a desert ecosystem.  

 

Mapping the distribution of all the species recorded in 

the study area is a lofty goal that cannot be achieved 

in one single study due to the insufficiency of the 

occurrence records and additional logistical 

challenges. To overcome this problem, the current 

study sought to focus on predicting the distribution of 

‘important’ species with sufficient occurrence records. 

Important species were defined as those serving 

crucial functions and providing important services in 

any ecosystem. This could include, for example, sand 

stabilizing and nitrogen-fixing plants. Many of the 

species recorded in the coastal area are considered 

‘multipurpose’ species providing multi-use for local 

inhabitants [36], [37]. The current study focused on 

ten important species based on their importance 

values as indicated by the Species Conservation 

Importance (SCI) [38] and the number of occurrence 

records for each species. The value of the index 

includes information related to the conservation 

status, commonness, biological type, and utilitarian 

value of each species. The value of the SCI are in the 

range from 0.2 to 1,with values approaching 1 

indicating species with high importance value and 

those approaching 0.2 indicating species with a low 

importance value [38], [39]. The species with SCI 

value of 0.55 or more and sufficient number of 

occurrence records (> 100) were modeled. 

 

Land use/land cover maps representing different 

dates (1988, 2011 and projected 2023) were used to 

assess the impact of land use change on the 

distribution of the ten modeled plant species [34]. 

Each of these LULC maps represents a different 

stage of human influence on the landscape, with an 

increase in human impact with time. The maps were 

reclassified into two categories only to create digital 

Boolean layers.  Natural areas category represent all 

the areas that have not been transformed by human 

activities and the man-made category that includes all 

the artificially created areas (For example urban, 

roads, orchards and croplands). The natural areas 

were assigned values of one, while those considered 

man-made were assigned values of zero.  The 

Boolean layers representing each date were multiplied 

by the layers that represent the potential distribution of 

each of the modeled ten species. Thus the reduction 

or the expansion in the area occupied by each 

species under each land use scenario was estimated. 

 

For projecting the potential distribution of the ten 

species of interest under different climatic scenarios, 

predicted climate changes according to the CSIRO Mk 

2.0 &Mk3.0 GCMs [74] were employed. These models 

are used to represent the predicted climate over the 

period 2010-2040 under different emission scenarios; 



Journal of Renewable Energy and Sustainable Development (RESD)      Volume 1, Issue 2, December 2015 - ISSN 2356-8569 

249 
 

A2A and B2A are high greenhouse emission 

scenarios, while A1b is a medium emission scenario. 

The data were retrieved from the CGIAR Research 

Program on Climate Change, Agriculture and Food 

Security (CCAFS) web: http://www.ccafs-

climate.org/data/. The projected distribution of the 

plant species in the study area according to the used 

climate scenarios were compared to their potential 

distribution under the baseline climate. Twelve 

scenarios were developed for each species (Table 2) 

to estimate the change in species habitats under the 

combined impacts of changes in land use and climate. 

The increases and the decreases in the habitat area 

for each species under the different scenarios were 

estimated. 

 
Table 2. Scenarios of climate and land use change used in the study. The annual mean temperature and the annual precipitation predicted for the 

period 2010–2040 by each climate change scenario are compared to the baseline climate that represents an average for the period 1950-2000 [15] 

 

Climate change scenarios 

Land use change scenario 

No land use 
Natural landscape 

(1) 

Current land use scenario 
(2011) 

(2) 

Simulated future scenario (2023) 
(3) 

a)  Average Climate (1950-2000) Baseline climate/Natural Baseline climate/2011 Baseline climate/2023 

b) A1B (+1.03 ºC & -12.23 mm) A1B/ Natural A1B/2011 A1B/2023 

c) A2A (+1.14 ºC & +3.11 mm) A2A/ Natural A2A/2011 A2A/2023 

d) B2A (+1.28 ºC & -6.34 mm) B2A/ Natural B2A/2011 B2A/2023 

 

 

III. RESULTS& DISCUSSION 

 

A. Species Distribution  

A total of 244 species were recorded in the study 

area, out of which 57% are perennials, 38% are 

annuals and the remaining are biennials or short lived 

perennials. Species recorded in the study area belong 

to fifty taxonomic families. Compositae (Asteraceae), 

Gramineae, Leguminosae (Fabaceae) and 

Chenopodiaceae are contributing the most to the flora 

of the region; this is in accordance with the study by 

Shaltout [75].The use of SII facilitated the selection of 

the species based on their importance. The 

distribution of 10 out of the 244 species recorded in 

the study area was modeled (Table 3).   

 

Eight models out of the ten attained an area under the 

curve (AUC) value over 0.7, which indicates that these 

models are of moderate performance [76]. Astragalus 

spinosus and Stipagrostis obtuse models attained 

AUC values exceeding 0.65, which indicates that the 

models are better than random. Based on kappa 

values, Astragalus spinosus, Echinops spinosus, and 

Stipagrostis obtuse models are considered of poor 

performance as they had kappa values less than 0.4 

(Table 3). The models of seven species out of the ten 

performed fairly well as indicated by all the used 

measures of accuracy assessment. Both models of  

 

Haloxylon salicornicum and Noaea mucronata 

exhibited good performance with kappa and TSS 

exceeding 0.5, AUC above 0.8, and overall accuracy 

above 81%.  

 

The accuracy and the predictive power of any species 

distribution model depends on the quality and the 

accuracy of the field data employed and the choice of 

the environmental variables to be used in the model 

[40]. Taking into account the limitation of the 

resolution of the environmental data employed in the 

study, particularly the climatic variables used for 

predicting the distribution of species in the study area, 

the results obtained are considered acceptable. The 

availability of high resolution environmental predictors 

is important for modeling the distribution of species at 

landscape scales [77], [47]. Such high resolution 

environmental data is difficult to obtain for the poorly 

studied areas. The deficiency in geographic 

databases (topographic and climatic databases) 

representing areas in developing countries and 

underdeveloped areas was and is still one of the 

major problems that faces researchers.  

 

The pattern of species distribution is often related to a 

number of environmental variables. Predictive models 

of species distribution could include variables selected 

based on a theoretical basis following conceptual 

model [78]. The conceptual framework for modeling 
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plant species suggested by Franklin [1] was revisited 

by Austin and Van [47]. They emphasized including 

environmental predictors that are considered direct 

factors influencing plant growth and distribution. This 

included light, temperature, nutrients, water, carbon 

dioxide and biotic interaction.  

 

Although it is important to include the variables that 

correlate to the species distribution and also show 

meaningful biological relationships [78]; some studies 

fail to include some factors of importance. Austin and 

Van [47] highlighted the need for inclusion of light as a 

predictor in models predicting distribution of plant 

species, which has been overlooked by many studies. 

They argued that light as a predictor has an important 

influence on distribution of plant species. In the 

current study, light was included in modeling species 

of the study area expressed as total insolation, direct 

insolation, diffusion insolation, and direct/diffusion 

insolation ratios. Each of these factors was found to 

be important for modeling plant species in the study 

area. Diffusion insolation was found to be important 

for predicting all the species except for Echinops 

spinosus, for which direct insolation was found 

important (Table 4). Austin and Van [47] maintained 

that the difference in light regime between north and 

south-facing aspects can result in differences in 

temperature equal to that resulting from a shift of 200 

km in latitude. 

 
Table 3. The modeled important plant species selected out of the 244 species recorded in the study area; abbreviations used; estimated species 

importance index (SII) values; number of occurrences recorded in the study area; and the measures used to assess the accuracy of the random forests 

models predicting their distribution. Accuracy assessment measures presented are:  Sensitivity; Specificity; True skill statistic (TSS); Cohen’s Kappa 

statistic; the overall accuracy; and the area under the curve (AUC) statistic of the receiver operating characteristic (ROC). 

 

Species Abbreviation SII 
Number of 

occurrences 
Sensitivity Specificity TSS Kappa Accuracy AUC 

Anabasis 
articulata 

(Forssk.) Moq. 
Ana_art 0.72 454 0.92 0.509 0.429 0.447 73.790 0.790 

Asphodelus 
aestivus Brot. 

Asp_aes 0.64 119 0.533 0.882 0.415 0.405 81.855 0.828 

Astragalus 
spinosus 
(Forssk.) 
Muschl. 

Ast_spi 0.64 137 0.442 0.784 0.226 0.191 72.470 0.664 

Deverra 
tortuosa (Desf.) 

DC. 
Dev_tor 0.76 212 0.589 0.828 0.417 0.417 75.709 0.764 

Echinops 
spinosus L. 

Ech_spi 0.64 103 0.489 0.847 0.335 0.314 78.138 0.703 

Gymnocarpos 
decanderus 

Forssk. 
Gym_dec 0.64 250 0.835 0.62 0.455 0.401 69.355 0.744 

Haloxylon 
salicornicum 

(Moq.) Bunge ex 
Boiss. 

Hal_sal 0.6 184 0.709 0.845 0.554 0.507 81.452 0.840 

Noaea 
mucronata 

(Forssk.) Asch. 
and Schweinf. 

Noa_muc 0.56 211 0.73 0.849 0.579 0.547 81.855 0.872 

Stipagrostis 
obtuse (Delile) 

Nees 
Sti_obt 0.56 208 0.651 0.697 0.348 0.296 68.548 0.671 

Thymelaea 
hirsuta (L.) 

Endl. 
Thy_hir 0.76 300 0.784 0.682 0.466 0.444 72.177 0.789 
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Table 4. Variables selected for the predictive models for each species based on the percentage increase in MSE when a given variable was randomly 

permuted and introduced into the model. See Table 1 for variable abbreviations and Table 3 for species binomial abbreviations. 

 

Variable Ana_art Asp_aes Ast_spi Dev_tor Ech_spi Gym_dec Hal_sal Noa_muc Sti_obt Thy_hir 

Bio2 + + + + + + + 
 

+ + 

Bio3 + + 
     

+ 
 

+ 

Bio4 + + + + + + + + + + 

Bio12 + + + + + + +  
 

+ 

Bio13 
 

+ 
     

+ 
 

+ 

Bio15 
       

 
 

+ 

Bio16 + + + + + + + + + + 

Bio19 
 

+ 
  

+ 
  

 
 

+ 

ELv + + + 
 

+ + + + + + 

LS 
  

+ 
    

+ 
  

Slope 
   

+ + 
  

 + 
 

TRI 
  

+ + 
   

 
  

TWI 
 

+ + + + 
  

+ + + 

ProxtoSea + + + + + + + + + + 

DiffInsol + + + + 
 

+ + + + + 

DirInsol 
 

+ + + + 
     

DiffToDir 
        

+ + 

 

 

In the current study, generally seventeen out of the 

original thirty environmental variables contributed to 

the modeling of the species in the study area. Of the 

climatic variables, the mean of temperature diurnal 

range, temperature seasonality, annual precipitation 

and precipitation of the wettest quarter were the 

common climatic factors in controlling the distribution 

of most the modeled species (Table 4). Climatic 

variables representing annual cycle (for example 

annual mean temperature and annual precipitation) 

seem to control the general vegetation cover over the 

broad scale.  

 

Bornkamm and Kehl [24] divided the western desert 

into five zones characterized by different vegetation 

cover and plant communities based on the mean 

annual rainfall. The study area falls within Zone I and 

Zone II of this classification. The vegetation cover of 

Zone I (semi-desert with mean annual rainfall > 20 

mm) is composed of dwarf shrubs dominated by 

Thymelaea hirsuta. Zones II and III are full-desert 

(with mean annual rainfall 10-20 mm) with 

communities dominated by Asphodelus microcarpus 

and Plantago albicans. Climatic factors that represent 

seasonality (e.g. mean of temperature diurnal range, 

temperature seasonality and precipitation of the 

wettest quarter) are more important for the distribution 

of the species at local scales as is suggested by the 

results of the current study. The results indicate that 

the land-surface parameters are of influence on the 

distribution of species. Topographic factors such as 

elevation, diffusion insolation, direct insolation, and 

topographic wetness index were found to be important 

in predicting most of the modeled species (Table 4). 

Hammouda [79] in a study focusing on the Omayed 

area (part of the study area) found that species 

distribution and plant community composition are 

influenced by topography, the nature and origin of the 

parent material, in addition to the land use and degree 

of human intervention. Land-surface parameters 

controlling moisture availability were found to be of 

importance for species distribution by some studies 

that focused on assessing the quantitative 

relationships between environmental variables and 

vegetation in the northwestern desert (for example; 

[80], [81], [82], [83]). Ayyad and Ammar [81] found 

that abundance and the distribution of the perennials 

are more affected by factors controlling moisture 

availability through run-off; such as slope and 

curvature. Ayyad and Ammar [84] also, found factors 

controlling moisture availability (for example; slope 

inclination, topographic position, nature of surface, soil 

depth and soil texture) which are the most important in 

controlling vegetation composition in the area. Ayyad 

and El-Ghareeb [83] found that the micro-variations in 

the soil were attributed to variations in topography and 
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the nature of parent materials on the distribution of 

species in the area. The results of the current study 

also showed that the proximity to sea is one of the 

common important factors for predicting all the 

modeled species.  Communities of the coastal dunes 

dominated by Echinops spinosus and Thymelea 

hirsuta and those of the inland ridges dominated by 

Gymnocarpos decanderus and Deverra tortuosa are 

stated to be the most diverse in the area [85]. 

However, these communities are stated to be 

threatened due to the establishment of summer 

resorts on the coastal dunes and the establishment of 

the irrigation network on the non-saline depressions 

[86]. 

 

B. Effect of Climate and Land Use Changes on 

Species Distribution 

 

1. Effect of land use change  

Species distribution models are increasingly used for 

prediction of the potential distribution of the species in 

response to disturbance or changes resulting from 

human intervention. Predictive habitat distribution 

models are used as important tools for assessing the 

impact of land use change and other forms of human 

interference on different species. Habitat distribution 

models have proven to be useful for modeling both 

commonly distributed species [87] as well as rare 

species [12], [54]. Some studies used models with 

AUC values > 0.6 for projecting the impact of climate 

change on plant distribution [71]. However, the 

intention here was to be more conservative and use 

only the models that showed reasonable performance 

according to all the accuracy assessment measures 

to assess the impact of both land use and climate 

change. As a result, only seven species were 

mapped to assess the impact of change in land use 

on their distribution (Figure 2). Assessment was done 

by comparing the area occupied by each species 

under no land use change in the area (theoretically 

natural landscape) to that in the years 1988 and 

2011. The results show that all species face reduction 

in their habitats (Figure 3). The results also show that 

all the species are at risk for increased reduction of 

their habitats under the projected land use change by 

the year 2023.  

 
Noaea mucronata attained the maximum loss in 

habitat area in 1988 (7.47% of the potential area; 

Figure 3), this increased five folds by 2011 (37.74%) 

and six folds by 2023 (44.79%). The major loss for 

this species occurs between the years 1988 and 

2011. This trend is noticed for all the modeled 

species. Halmy and colleagues [34], [38] assessed 

the change in the landscape between the years 1988 

and 2011 and found that the landscape has 

experienced changes by which many natural areas 

were transformed to new uses. The study concluded 

that the landscape is trending towards being more 

artificial. This explains the dramatic increase in loss 

of areas occupied by each species between the years 

1988 and 2011. The projected loss in the species’ 

area between the years 2011 and 2023 was shown to 

be lower than that between 1988 and 2011. Noaea 

mucronata, Asphodelus aestivus, and Deverra 

tortuosa (Figure 3) are most affected by the changes 

in land use in the period 1988-2011 and will continue 

to be at risk of habitat loss by the year 2023. The 

distribution of these three species is concentrated in 

the northern part of the landscape. This part of the 

landscape has been the most modified by human 

activities, and will continue to face more modifications 

pressures in the future.  

 
The urban sprawl, agricultural activities and other 

activities occurring in the area have resulted in 

habitat loss. These recent changes in the region 

place the plant species and their habitats under 

threat. In the late 1980s, establishment of summer 

resorts on the coastal dunes started to reshape the 

landscape of the area. Quarrying activities increased 

as a result of the establishment of these resorts. 

Mining and cutting of the limestone ridges in the area 

provide building materials necessary for the 

establishment of the resorts. This may have 

contributed to the fragmentation, destruction and loss 

of habitats.  Species inhabiting the coastal dunes and 

the non-saline depression habitats are stated to be 

threatened due to the establishment of summer 

resorts on the coastal dunes and the establishment of 

the irrigation network on the non-saline depression 

[86]. Factors such as habitat size reduction or habitat 

fragmentation represent the most serious causes of 

species loss. However, arrangement and connectivity 

of habitat patches are also of great importance. 

Habitat fragmentation makes it difficult for wildlife to 

maintain stable populations [88], [89]. The current 

study did not assess the fragmentation in the habitat 

of each species or estimated the degree of 

connectivity among patches. This will be part of future 

work planned to include more species with restricted 

distribution in the area. 
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Fig .2. Some of the species modelled; (a) Anabasis articulata, (b) Asphodelus aestivus, (c) Astragalus spinosus, (d) Deverra tortuosa, (e) 

Gymnocarpos decanderus, (f) Haloxylon salicornicum, (g) Noaea mucronata, and (h) Thymelaea hirsuta. 
 

 

(a) 

 

(a) 

(c) (d) 

(e) (f) 

(g) (h) 
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Fig .3. Change in habitat area due to change in land use in 1988, 2011, and the projected change by 2023. The loss is expressed as 

percentage of the potential habitat area for each species under the baseline climate and no land use. See Table 3 for species binomial 

abbreviations. 
 

2. Effect of climate change 

 
 

Many studies have focused on projecting the impact 

of climate change on the distribution of plant species 

[45], [90], [14], [73], [91], [92], [71]. Most of these 

studies have been applied on global or regional scale. 

The current study attempts to assess the potential 

impact that climate change might have on the 

distribution of some plant species at the landscape 

scale within a desert ecosystem. 

 
Under the CSIRO GCM models, the different emission 

scenarios used in the current study are predicted to 

lead to changes in the temperature and precipitation 

of the area (Table 2 & Figure 4). The study area is 

expected to experience an increase in annual mean 

temperature under the three applied scenarios, with 

B2A expected to result in the highest increase in 

temperature. Not all the scenarios predict reduction in 

the annual mean precipitation of the area. The area is 

expected to experience increase in the annual mean 

precipitation by 3.11mm compared to the average 

over the period 1950-2000 under the A2A scenario. 

Climate has an influence on species distribution at 

broad scale [45], [93].The results show that at the 

landscape level and the change in climate under the 

different emission scenarios have resulted in changes 

in the modeled species distribution. Although the 

differences among the climate scenarios developed 

by the different models up to 2050  are stated to be 

minor [94], [95], the current  results show that the 

expected impact of each of the used climate scenarios 

on the modeled species is different (Figure 4).  

 
Noaea mucronata, Asphodelus aestivus, and 

Anabasis articulataare are expected to be at risk of 

loss of habitat under all the employed scenarios. The 

high emission scenarios B2A and A2A cause higher 

impact on these species compared to the low 

emission scenario (A1B). For example, under B2A 

Noaea mucronata,  Asphodelus  aestivus, and 

Anabasis articulata are expected to lose about 96%, 

58% and 17% of their potential area respectively, 

while under A1B each are expected to lose 85%, 

29%, and 13% of their potential area respectively 

(Figure 5). Scenario A1B, on the contrary, is expected 

to cause more loss in area for Asphodelus aestivus 

and Deverra tortuosa (29% and 7%, respectively) 

compared to the A2A scenario (23% and 2%, 

respectively). For Gymnocarpos decanderus, and 

Haloxylon  salicornicum the A1B scenario is expected 

to cause loss in the area of their habitat (1.2% and 

2.2%, respectively), while these species are expected 

to gain habitat under the other two high emission 

scenarios (20.5 and 5.8% under A2A scenario, 

respectively). Under the A1B scenario, there will be an 

expected reduction in the annual precipitation and 

precipitation of the wettest quarter compared to the 

average observed for the period 1950-2000 (Figure 

4). On the contrary, under the A2A and B2A 

scenarios, the area is expected to experience 

increase in both annual precipitation and precipitation 
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of wettest quarter compared to the average observed 

for the period 1950-2000. These factors were found to 

be important for the occurrence of Asphodelus 

aestivus, Deverra tortuosa, Gymnocarpos 

decanderus, and Haloxylon salicornicum (Table 4). 

Thymelaea hirsute seems to favor the change in 

climate under the three different scenarios. The 

species is expected to gain habitat under these 

scenarios. The decrease in temperature seasonality 

and the increase in annual precipitation, precipitation 

of wettest month, precipitation of wettest quarter, and 

precipitation of coldest quarter under A2A and B2A 

compared to the average for the period 1950-2000 

may explain this expected gain in habitat for 

Thymelaea hirsute under these scenarios. Noea 

mucronata is expected to be the most affected of the 

modeled species by the change in climate under the 

employed scenarios. Noea mucronata seems to be 

sensitive to the increase in temperature seasonality 

that is expected to increase under the three scenarios. 
 

 

Fig .4 Mean of the climatic variables contributed in modeling plant species in the study area. The mean is calculated over the whole study 

area for each scenario (A1B, A2A & B2A) and for the baseline climate that represents the mean for the period 1950- 2000. 
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Fig .5. Gain/loss in habitat area under three climate change 

scenarios combined with different land use scenarios: a) no 

land use; b) current land use; and c) projected land use 

scenario by the year 2023. Gain/loss is expressed as 

percentage of the potential habitat area for each species 

under the baseline climate and no land use. See Table 3 

for species binomial abbreviations. 
 

3. Land use and climate change combined effect 
 

The results show that while the change in land use in 

the study area resulted in loss of the area of the 

potential habitat for all species, the change in the 

climate under the employed scenarios may result in 

gain in area for some species. The expected loss in 

the area of Noaea mucronata, Asphodelus aestivus, 

and Anabasis articulata (96%, 58%, and 17%, 

respectively) under the high emission climate change 

scenario B2A is higher than the expected loss under 

the projected change in land use by the year 2023 

(44%, 32%, and 15%, respectively). Under the 

scenarios of combined change in climate and land use 

either under the current land use or that projected by 

2023, all the species are expected to suffer loss in 

area (Figure 5). An exception to that is Gymnocarpos 

decanderus, which is expected to gain area under the 

combined scenario of A2A emission and each of the 

current land use scenarios and the projected land use 

by 2023. However, this increase is less than 5% of the 

potential area suitable for the species under A2A/2011 

scenario and less than 1% under A2A/2023 scenario. 

The results reveal the serious fate that plant species 

might face under scenarios of climate and land use 

change. Immediate actions are needed to ensure that 

species as Asphodelus aestivus (Figure 6) and Noaea 

mucronata (Figure 7) are not declining in other places 

across the northwestern coast. The current study 

modeled the distribution of the species in part of the 

phytogeographical region and the status of these 

species needs to be known over the whole 

phytogeographical region. More future studies to 

assess the status of the species in the area, 

especially those of restricted distribution, are still 

needed. Based on the findings of these results, 

measures should be taken to maintain these species 

in the flora of the region. 
  

IV. CONCLUSIONS 

 
The application of random forests to the employed 

climatic and land-surface parameter data proved to be 

successful in predicting the distribution of the plant 

species in the arid land landscape. The performance 

of the species distribution models in the current study 

could be attributed to the resolution of the 

environmental predictors used. At the landscape level 

the use of finer scale environmental predictors, 

especially climatic factors, may increase the prediction 

power of distribution models. The inclusion of 

environmental predictors that represent light proved to 

be of importance for the prediction of some of the 

modeled species in the study area. 

The study found that the expected impact of the A1B, 

A2Aand B2A scenarios on the distribution of the 

modeled species is variable. In arid lands some 

species might be adversely affected by the change in 

climate under certain scenarios, while others might 

benefit from these changes. Land use change poses 

more risk on most of the species modeled compared 

to climate change. The impact of land use is not 

differential while that of climate change is. Change in 

land use in the area resulted in habitat loss for all the 

modeled species. Land use change impact could be 

faster and more substantial in reducing the size of 
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plant species habitat. If the current trend in land use 

change continues, all species will continue to suffer 

habitat loss. The combined impact of land use and 

climate change pose serious threats to most of the 

species modeled. Under combined scenarios of 

change in land use as projected by 2023 and change 

in climate, all the species are expected to suffer loss 

in habitat, except Gymnocarpos decanderus.The 

results show that some species such as Noaea 

mucronata and Asphodelus aestivus may suffer 

serious threats in the area under the combined land 

use climate change scenarios. So, actions are needed 

to ensure that these species are not threatened 

across the northwestern coast and in Egypt.  This 

also, highlights the importance of assessing the 

impact of land use/climate change scenarios on other 

species of restricted distribution in the area.The 

application of species distribution modeling in desert 

and arid lands can provide a useful tool for mapping 

species and assessing the impact of human induced 

changes on different species. Such applications are 

still rare, and this may be attributed to the fact that 

most of the arid lands and deserts are located in 

inaccessible or lightly populated areas. Most of these 

areas are also located in less developed areas where 

the systematic surveys of the natural resources are 

not conducted on a regular basis. The lack of 

environmental predictors of appropriate landscape 

resolution to be used for modeling species in such 

areas is another factor to be considered.  The current 

study will promote more studies that map plant 

species distribution and assess the risk to important 

species as a result of human interference. Future 

studies are needed to assess the magnitude of 

fragmentation in each species habitat and to estimate 

the degree of connectivity among patches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig .6 Potential distribution of Asphodelus aestivus under different land use and climate scenarios.1, 2 and 3 represent the natural   

landscape, current land use and future land use by 2023, respectively; and a, b, c and d represent the average climate (1950-2000), A1B, 

A2A and B2A climatic scenarios, respectively. 
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Fig .7 Potential distribution of Noaea mucronata under different land use and climate scenarios.1, 2 and 3 represent the natural landscape, 

current land use and future land use by 2023, respectively; and a, b, c and d represent the average climate (1950-2000), A1B, A2A and 

B2A climatic scenarios, respectively. 
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Abstract - This article aims at deepening research on 

the new renewable energy production from the dams 

reservoir. Coupled to the solitary waves, the wind 

generated waves present an attractive natural 

phenomenon that deserves to be emphasized. The 

Adomain numerical method is used to model the 

practical observation regarding the soliton 

propagation. The actual cases contained in this 

document provide an illustration of the given 

principals. 
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I. CONTEXT PRESENTATION 

 

As mentioned in [1], a new concept of renewable 

energy generation was presented. The main idea 

consists of operating the wind generated waves in 

order to produce an electrical energy. The 

researchers recall that, based on practical 

observation of several dams, four steps distinguishing 

this phenomenon can be identified: 

 

Stagnated water: represents the surface of water in 

the state of stagnation. No movement is noted at this 

area. 

 

Wind gusts: transition step in which the wind is 

blowing in gusts on the surface of water; 

Wind generated wave: the surface of water is 

deformed. Generation of waves due to action of wind 

on the water is assisted; 

 

Wave propagation: the waves so generated are 

transported away from their creation zone. This 

distance is considered important compared to the 

length of the wind generated wave. 

All the above steps are presented schematically on 

Fig. 1.  

 

 

Solitary Waves 

Propagation

Wind

Generated

Wave

Wind 

Gusts

Stagnant 

Water

 
 

Fig .1. Steps of the phenomenon observed. 

 

 

Through [1], the researchers were able to establish 

the physical model governing the creation of the 

wind-generated waves. In the present document, the 

researchers will focus more precisely on the fourth 

step, which consists of wave propagation. The range 

of propagation of the above waves shows that they 

can’t be qualified as standard ones. As specified on 

the aforementioned figure, it comes of the solitary 

wave. 

 

Actually, the solitary wave propagates in nonlinear 

and dispersive environment. It has localized energy in 

space and is extremely stable in the presence of 

disturbances. It moves without changing form or 

characteristics, and this explains the fact that it is 

relatively easy to observe in nature, such as in our 

case. 

Hence, the weakly nonlinear Kd-V type theories allow 

us to elucidate the essential features of these 

observations. They have the advantage of providing 

modeling of wave evolution with a reduced wave 

equation [2]. 

 

II. SOLITARY WAVES AND THE KD-V 

EQUATION 

 

The researchers suggest defining the following, as 

represented in Fig. 2:   
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 d: the average depth of the water relative to the 

free stagnant surface; 

 H: the amplitude of the deformation of the 

surface of water; 

 L: longitudinal scale representing a 

characteristic length of the deformation; 

 l: a characteristic width; 

 c: a characteristic speed; 

 h(x, y): presenting the water depth relative to 

the free stagnant surface; 

 V⃗⃗ (x, y, z, t) = [

Vx
Vy
Vz

]: presenting the fluid velocity; 

 p(x, y, z, t): presenting pressure minus the 

hydrostatic pressure, devised by the density; 

 u(x, y, t): presenting the deformed water 

elevation relative to the free stagnant surface. 

 

Free surface

u
(x

,y
,t
)

h
(x

,y
)

Free stagnant surface

X

Z

Y

Bottom

 
 

Fig .2. Convention of the characteristic variables of the water 

deformation. 

 

The fundamental equations (Basic Law of Continuity 

and Dynamics), constituting the Navier Stokes 

equations give: 

 

{
 
 

 
 ∂Vx
∂x

+
∂Vy
∂y

+
∂Vz
∂z

= 0

dV⃗⃗ 

dx
+ ∇p⃗⃗ ⃗⃗ = 0           

,                                           (1) 

 
with the following boundary conditions: 

 

{
 

 Vz =
du

dt
, p = gu

Vz + Vx.
∂h

∂x
+ Vy.

∂h

∂y
= 0

                                      (2) 

 

representing conditions respectively at the free 

surface and the tangent speed at the bottom and with 

p = pn ρ⁄ + gz, (pn being the total pressure). 

Introducing the following dimensionless variables: 

x = λ. x′,   y = l. y′,   z = d. z′,   t =
λ. t′

c
,   u

= H. u′, 

h = d. h′,   Vx =
cH

d
.  Vx

′,   Vy =
cHλ

dl
. Vy

′,   Vz

=
cH

λ
. Vz

′,   p = Hgp′. 

 
where H is the amplitude, λ is a characteristic length, 

c is a characteristic velocity, d is the average depth of 

the water column and l  is a characteristic length 

along the axis  y. 

 

For the rest and to simplify editing equations, the 

researchers rewrite the system of Navier-Stokes 

equations using dimensionless variables without 

using «  »́, namely: 

 

{
 
 
 

 
 
 

∂Vx
∂x

+ γ
∂Vy
∂y

+
∂Vz
∂z

= 0                                                 

∂Vx
∂t

+ c0
2 ∂p
∂x
+ α(Vx

∂Vx
∂x

+ γVy
∂Vx
∂y

+ Vz
∂Vx
∂z
) = 0

∂Vy
∂t

+ c0
2 ∂p
∂y
+ α (Vx

∂Vy
∂x

+ γVy
∂Vy
∂y

+ Vz
∂Vy
∂z
) = 0

β
∂Vx
∂t

+ c0
2 ∂p
∂z
+ αβ (Vx

∂Vz
∂x

+ γVy
∂Vz
∂y

+ Vz
∂Vz
∂z
) = 0

, (3) 

 

with the following boundary conditions: 

 

{
 
 

 
 Vz =

∂u

∂t
+ α (Vx

∂u

∂x
+ γVy

∂u

∂y
) ,   p = u  for z = αu

Vz + Vx
∂h

∂x
+ γVy

∂h

∂y
= 0   pour z = −h

  ;  (4) 

and : 

 

α =
H

d
,   β =

d2

λ2
,   c0

2 =
gd

c2
,   γ =

λ2

l2
 . 

 
As part of the previous approximation  H ≪ d ≪ L, 

recovered in the second-order, the researchers 

deduce that β2 ≪ 1 and  αβ ≪ 1. 

 

Thus, they arrive at the Boussinesq system: 

 

{
 
 
 

 
 
 
∂u

∂t
+
∂

∂x
[(αu + h)Vx̃] + γ

∂

∂y
[(αu + h)Vỹ] = 0           

∂Vx̃
∂t

+ c0
2
∂u

∂x
+ α(Vx̃

∂Vx̃
∂x

+ γVỹ
∂Vx̃
∂y
) +

1

3
βh

∂3u

∂t2 ∂x
= 0

∂Vỹ

∂t
+ c0

2
∂u

∂y
+ α(Vx̃

∂Vỹ

∂x
+ γVỹ

∂Vỹ

∂y
) +

1

3
βh

∂3u

∂t2 ∂y
= 0

; (5) 
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with : 

 

Vx̃ =
1

h
∫ Vx. dz,   Vỹ

0

−h

=
1

h
∫ Vy. dz  .                             (6) 
0

−h

 

 

If the researchers focus on solutions 
∂u

∂τ
+
∂u

∂x
=⊝

(α, β, γ), with τ = c0. t, for which they accept 

that solutions spread to the positive x, then they 

deduce the Kd-V equation for a two-dimensional 

flow: 

 

∂

∂x
(
∂u

∂τ
+
∂u

∂x
+
3

2
αu
∂u

∂x
+
1

6
β
∂3u

∂x3
) +

γ

2

∂2u

∂y2

= 0.                                                  (7) 

In the one-dimensional case, either to γ = 0, the 

same equation becomes: 

 

∂u

∂τ
+ (1 +

3

2
α)u

∂u

∂x
+
1

6
β
∂3u

∂x3
   

= 0.                                                  (8) 
 

There exist many variants of the Kd-V equation 

depending on the case study. In a configuration 

similar to ours, the above equation can take the 

following form [2]: 

 

ηt + (c0 + α1η + α2η
2)ηx + β1ηxxx

= 0,                                              (9) 
 

where η(x, t) refers to the wave amplitude related to 

the isopycnal vertical displacement. The coefficients 

α1, α2, and β1 are functions of the steady background 

stratification and shear through the linear eigenmode 

(vertical structure function) of interest. The linear 

phase speed c0 is the eigenvalue of the Sturm-

Louiville problem for the eigenmode. 

 

The researchers can deduce from the preceding data 

that handling such equation to get analytic solution 

cannot be considered as an affordable issue. 

 

The situation can be more complicated when the 

boundary conditions change due to location and 

intrinsic site parameters. This is why the researchers 

present a numerical method in order to insure 

resolution of the above equation while complying with 

the efficiency required. 

III. THE ADOMIAN DECOMPOSITION METHOD 

APPLIED TO THE KD-V EQUATION 

 

Consider the Kd-V equation as follows: 

 

∂u

∂t
+ 6u

∂u

∂x
+
∂3u

∂x3
= 0,    u(x, 0)

= f(x)                                           (10) 
which can be rewritten as follows: 

 
∂u

∂t
= −Ru − 6N(u),   u(x, 0)

= f(x)                                            (11) 
 

where R = ∂3 ∂x3⁄  represents the linear operator 

of the Kd-V equation and N(u) = u∂u ∂x⁄  is the 

non-linear function. According to the ADM, the 

solution is expressed by: 

 

u(x, t)

= ∑un(x, t),                                                          (12)

∞

n=0

 

 

and the non-linear part: 

 

N(u)

=∑An

∞

n=0

,                                                                   (13) 

 

with: 

 

An

=
1

n!

dn

dλn
[N(∑λiui

∞

i=0

)]

λ=0

,                                 (14) 

 

By integrating with respect to time and using the 

initial conditions the researchers have: 

 

u(x, t) = f(x) − ∫[Lu

t

0

+ 6N(u)]ds.                                 (15) 
 

So: 
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u(x, t)

= f(x)

− ∫[L(∑un(x, s)

∞

n=0

)

t

0

+ 6∑An

∞

n=0

] ds.                                                          (16) 

 
For the KdV equation, the Adomian polynomials can 

be expressed as follows: 

 

An

=∑ui
∂un−i
∂x

.                                                        (17)

n

i=0

 

 

This allows the researchers to deduce un(x, t), 
namely: 

 

{
 

 
u0(x, t) = f(x)

un+1(x, t) = −∫[Run + An]ds,    n ≥ 0

t

0

        (18) 

 
with the following initials conditions: 

 

u(x, 0)

=
1

2
sech2 (

x

2
).                                                         (19) 

 
The researchers proceed in the following to compute 

An(x, t) and un(x, t) for n ∈ ⟦0,10⟧ and try to determine 

the approximate solution Ũn(x, t) using the following 

formula: 

 

Ũn(x, t)

=∑Ui(x, t)                                                            (20)

n

i=0

 

 

    = f(x) − ∫[L(∑ui(x, s)

n

i=0

)

t

0

+ 6∑Ai

n

i=0

] ds.                             (21) 

 
The numerical studies can be effectively elaborated 

by the use of this computational method. Once 

created, the researchers can predict the evolution of 

the solitary waves with respect to the spatial and time 

variables. The following figure gives an idea about 

the numerical calculation obtained [3] and [4]. There 

exist other numerical methods that can also be used 

depending on their calculation effectiveness [5] and 

[6].  

 

 
 

Fig .3. Numerical solution of the Kd-V equation using the ADM 

method. 

 

 

IV. INTRINSIC CONDITIONS FAVORING THE 

EXPLOITATION OF SOLITARY WAVES 

 

The efficiency of the new renewable energy 

production approach is closely related to the 

implementation of site conditions. As presented in [7] 

several parameters are taken in consideration in the 

site selection. The researchers would like to mention 

those with critical issues as follows: 

 

 

 The wind speed constitutes one of the main 

parameters to take in consideration. The wind 

speed, the height of the wind generated 

waves, the swept area and the generated 

power all together evolve according to the 

same trend.  

 

 The second one is the wind direction. Indeed, 

to get optimal conditions of the power 

extraction, one needs to have both: a regular 

and a dominant wind direction.  
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 The third one is the area of the water surface. 

It allows increasing the recovery of energy 

during wave propagation. 

 

 Another point is the availability of 

hydroelectricity plant in order to benefit from 

the direct injection of the generated electrical 

power in the network.  
 

Another advantage of this new approach, in addition 

to those presented previously, lies in benefits due to 

the intrinsic features of the site implementation. In the 

following, the researchers will introduce two particular 

cases illustrating this fact. 

 

 

A. Topography of the dam location  

The speed of the wind is further appreciated in the 

case of existence of a dominant wind direction. In this 

sense, the topography of the dam site can filter the 

wind direction so as to keep a dominant direction. 

Thus there is consistency in the direction of the wind 

generated waves.The dam of Ouirgane located in the 

Atlas Mountains, near of Marrakech city (about 66 

Km), reflects this principle. As illustrated in Fig. 4, the 

dam reservoir along the thalweg.  

 

 

Fig .4. Satellite image  of Ouirgane dam (31°11'23.3"N 8°05'16.5"W) 

with indication of the wind dominant direction. 

 

Fig. 5 shows that the watersheds elevation constitutes 

a natural filter with respect to the wind direction: only 

the wind blowing in a direction parallel to the crest line 

of the mountains contributes to the creation of the 

wind generated waves. 

 

 

Fig .5. Elevation map  at the Ouirgane dam. (1) Refer to the thalweg 

axis and (2) refer to crest lines of the mountains surrounding the 

dam reservoir. 

 

Even if the wind direction distribution relating to this 

region is dispersed among several directions (Cf. Fig. 

6), the naturel filter due to topographic feature isolates 

only the NNE as a dominant wind direction. 

 

Fig .6. Annual wind direction distribution  at Marrakech-Menara 

airport. 

 

The particular interest reached through this 

configuration is that the solitary waves once 

generated continue to propagate along the dam 

reservoir and do not break. Thus the energy extricated 

1 2 

2 

Wind dominant 

direction 
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can be recovered a multitude times. 

 

B. Dam wall orientation and solitary waves 

We detailed at the beginning of this document the 

different aspects of the solitary waves, in order to use 

their application in the new renewable energy 

concept. The propagation of these waves further away 

from their emplacement generation offer significant 

opportunities. This performance can be improved in 

the case where the dam wall has an orientation 

perpendicular to the solitary waves propagation as 

shown in Fig. 7. 

 

Z=0

Dam Wall
Propagation Direction

Z=0

Dam Wall
Reflection Direction

Solitary Waves

Solitary Waves

Outlet Tunnel

Outlet Tunnel

 

 Fig .7. Propagation and reflection of the solitary waves against the 

dam wall. 

 

 

For a phenomenon happening a single time, alias the 

wind generated waves, the swept area is duplicated. 

This means that the efficiency of any unitary 

conversion installation responding to this condition will 

double. The electrical production will occur in the first 

propagation step and also in the second one after 

dam wall reflection. Allal Al Fassi dam (about 52 km 

from Fes city) presented in Fig. 8 gives an appropriate 

illustration concerning this case. Effectively, as shown 

in the wind direction distribution in Fig. 9, the 

dominant wind direction NW is perpendicular to the 

aforementioned dam wall. 

 

 

 

Fig .8. Satellite imagery  of Allal Al Fassi dam (33°55'53.0"N 

4°40'37.9"W). 

 

 

Fig .9. Annual wind direction distribution  at Fes-Saïss airport. 

 

  

V. CONCLUSIONS 

 
In this paper the effect of the combination of the wind 

generated waves and the solitary waves was proven. 

Once created under the particular conditions defined, 

the wind generated waves are transported away from 

their creation area via solitons. Based on this, the 

swept area increases significantly and the propagation 

waves trajectory in dams reservoir becomes longer. 
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Taking in consideration two particular cases, favorable 

topographical dam location and the well dam wall 

orientation, the above performance is further 

enhanced. 
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Abstract - The dc-to-dc boost converter is a single-

switch, single-inductor, switching circuit used to 

efficiently transform energy from one dc voltage level 

to a greater voltage level of the same relative polarity. 

For a specific resistive load range, as the duty cycle 

decreases, the boost converter inductor enters a 

discontinuous current mode of operation - the output 

load current having decreased to a definable level. 

This paper analyses the fact that a further reduction of 

load current, as the duty cycle decreases towards 

zero, will always result in the re-emergence of a 

continuous inductor current condition. Further, at the 

other load extreme, high-current, progressively for 

increasing load current, starting at low duty cycle 

conditions, the minimum inductor current always 

increases from a fixed normalised current level, for a 

specific load range. These and other hitherto 

unexplored boost converter properties are analysed 

and verified mathematically and with PSpice 

simulations. 

 

Keywords - switched mode power supplies, smps, 

boost converter, dc to dc converters. 

 

I. INTRODUCTION 

 

A. Species Distribution Models (SDMs) 

The three common non-isolated, single-switch, single-

inductor, dc-to-dc converters (switch mode power 

supplies - smps) are 

 

 the forward (or buck or step-down) converter; 

 the step-up (or boost) converter; and 

 the inverting step-up/down (or buck-boost) 

converter. 

 

Each of these converters operates on the principle of 

taking input dc supply energy, temporarily storing that 

energy in the magnetic field of an inductor, then that 

energy is diverted to the load, which can be at a 

potential and polarity different to the input energy 

source emf voltage. 

This paper is specifically concerned with the boost 

converter shown in figure 1a and extends the 

analyses and understanding of its basic traditionally 

accepted operating modes and properties. The 

background theory is briefly presented to establish 

existing boost converter operational interpretation and 

to define the necessary concepts and parameters. 

 

The boost converter in its basic form converters dc 

voltage source energy to a higher voltage level, using 

switch mode (hard or soft) techniques (namely, the 

switch is either cut-off or fully on - saturated). The 

boost converter is used to step up the low output 

voltage of PV arrays to a voltage level commensurate 

with inverter link voltages suitable for transformerless 

ac grid interfacing [1]. Because of its continuous input 

current characteristic the boost converter is used 

extensively for extracting sinusoidal current at 

controllable power factor from wind turbine ac 

generators [2].    

 

As shown in figure 1b, operation and the output 

voltage are characterised by the switch on-time duty 

cycle δ, and analysis is centred on the inductor 

current iL and inductor voltage vL, as shown in figures 

1c and 1d. Specifically, in steady-state, analysis is 

based on the inductor satisfying Faraday’s equation  

 

L
L

di
v L

dt
  

 

Steady-state theoretical analysis assumes zero 

switch and diode losses, an infinite output 

capacitance C, and zero source and inductor 

resistance; then the switch on-state and off-state 

currents created Kirchhoff loops yield 

(V.s)L i T o DL i E t v t                               (1) 
 

which after rearranging the last equality, gives the 

traditional boost converter voltage and current 

transfer function expression 


 



1
(pu)

1

io

i o

v I

E I
                             (2) 

 

where, because of zero converter losses, the output 

power is equal to the input power, namely, 
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 ooi i
E I v I

- termed power invariance. This 

expression, equation (2), assumes continuous current 

in the inductor when the switch is off, during the 

period tD, such that 
 DT

t t
, where the steady-

state switching frequency is  1/sf  and the 

normalised switch on-period is 
/Tt 

. 

Equation (2) highlights that the relationship between 
the input and output voltages (and currents) is 
independent of circuit components L, C, and the 
switching frequency fs: being dependant only on the 

switch on-state duty cycle δ, provided inductor 
current flows throughout the whole switch off-state 
period, tD, normalised as δD = tD / τ = 1 - δ. This 
inductor current condition is termed continuous 
conduction. A continuous current requirement is 
highlighted when considering the circuit energy 
transfer balance between the input and the output: 

 

2 2

½ /

1 / (W)

L Lo oi o

Li oi L o

E I L i i v I

E I L I i v I



 

 
   

 

   

                       (3) 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .1. Non-isolated, step-up, flyback converter (boost converter) where vo ≥ Ei: (a) circuit diagram; (b) voltage transfer function dependence 

on duty cycle δ; (c) waveforms for continuous input (inductor) current; and (d) waveforms for discontinuous input (inductor) current. 
 

 

The last term in (3) is the continuous power 

consumed by the load, while the second term is the 

energy (whence power) transferred from the inductor 

to the load. The first term is the energy derived from 

the source Ei delivered through the inductor, while the 

inductor is also transferring energy to the load (when 

ii = iL 

tD tD 

4 

 

 

3 

 

 

2 

 

 

1 

 

 

0 

0       ¼       ½       ¾       1 

δ 

vo /Ei 

 

½, 2 

¾, 4 

(c)     (d) 

(b) 

1
1 

 

4
3¼,  
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the switch is off). A similar energy transfer 

mechanism occurs with the step-up ac auto-

transformer. In using the factor 1 - δ in equation (3), it 

is assumed that energy is transferred to the load from 

the supply, during the whole period the switch is off, 

that is, continuous inductor current. Since the inductor 

is in series with the input, the input current terms are 

interchangeable with the corresponding inductor 

current terms, for example,   Assuming power from 

the emf source Ei is equal to power delivered to the 

load, power invariance, then equation (3) reduces to 

equation (2), or in a rearranged form 

 

(V)i o oE v v                                  (4) 

 

In this form, it can be seen that the output voltage vo 

has a component due the input dc supply Ei, and a 

boost component proportional to the switch on-state 

duty cycle δ, illustrating that the output voltage 

magnitude vo is equal to or greater than the input 

voltage (emf) magnitude Ei. 

Traditional theory considers when the load energy 

requirement falls below that level necessitating the 

inductor carry current during the whole period when 

the switch is off: termed discontinuous inductor 

current. Three sequential cycle stages (rather than 

two) now occur during the interval τ: 

 the period when the switch conducts, tT, 

normalised as /Tt   

 the period when the inductor and diode conduct, 

tD, normalised as /DD
t   

 the period tx is when the inductor and diode cease 

to conduct before t = τ; normalised as /xx
t   

 

such that tT + tD + tx = τ or when normalised δ + δD + δx 

= 1, as shown in figure 1d. 

From equation (1), using 

 

L

i T iE t E
i

L L



   (5) 

 

where 


 0Li  when the switch is turned on then 

 

½ ½L

i
L o

E
I I i

L


 



    

 

Assuming power invariance and substituting L iI I  

( 1) ½o i
o

i

v E
I

E L


   

 

that is, after various  ooi i
E I v I substitutions: 

 
22

2

1
1 1

2 2
1

2

o oi

i io i

i

v vE

E EL I L I

L I

  


    



 (6) 

 

Note that power invariance is valid for all inductor 

current conditions, namely, both continuous and 

discontinuous currents – during steady-state 

operation. But equation (6) is only valid for 

discontinuous inductor current, and its boundary with 

continuous inductor current operation. Equation (6) is 

consistent with power invariance, where, for 

discontinuous current, equation (3) becomes 

 

 
2

½ /Lo oo iv I E I L i  (7) 

 
Operational interest centres on the boundary 

conditions between continuous and discontinuous 

inductor current, where the basic voltage and current 

transfer function in (2) remains valid. On the verge of 

continuous conduction, any of the equations in (6) 

rearranged give the boundary critical output current 

  

(1 )
2

i
o critical

E
I

L
     (8) 

 

Using oov I R and equation (2), the critical boundary 

load resistance Rcritical is given by 

 

   
 

    
   


2

2 2
Ω

11

o o
critical

o critical i

v vL L
R

I E
 (9) 

 

A fact not previously specifically stated in the 

literature, is that the last equality in this critical 

resistance expression is common to all three single-

inductor, single-switch smps (buck, boost and buck-

boost): 

 
2

1
o

critical

i

v L
R

E   
 


 (10) 

 

which, for the boost converter, after differentiating the 

first identity in equation (9) and equating to zero, 

giving δ = ⅓, has a minimum value of 
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27

2
critical

L
R





   (11) 

 

when δ = ⅓ and vo = 1.5×Ei, which corresponds to a 

maximum critical current of  




  
4

               (A)
2 27

o o
o critical

critical

v v
I

LR
 (12) 

At other output voltages, when δ ≠ ⅓, lower currents 

(larger load resistance, 


 )criticalR  can be tolerated 

before the onset of discontinuous inductor current. 

Alternatively, equation (13) shows that critical 

resistance is inversely proportional to inductor ripple 

current. That is, a large continuous inductor ripple 

current and low duty cycle undesirably enhance the 

early onset of inductor discontinuous ripple current. 
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i
critical

L

E
R

i
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 
 (13) 

 

II. INDUCTOR ONTINUOUS/DISCONTINUOUS 

CURRENT BOUNDARY OPERATIONAL 

ANALYSIS METHODS 

 

The expressions in equation (6) are only valid for 

discontinuous inductor current, and on the boundary 

with continuous conduction, since their derivation is 

based on 


 0Li . 

Two methods are commonly employed to analyse 

discontinuous current conduction operation, equation 

(6), namely: 

The voltage transfer function is normalised with 

respect to 

 the maximum discontinuous inductor current in 

terms of the input current iI  

 the maximum discontinuous inductor current in 

terms of the output current oI  

 

where in each case the input voltage iE  and output 

voltage ov  are, in turn, assumed constant. 

The voltage transfer function is normalised in terms of 

the load resistance. This involves the smps time 

constant L/R, (formed by the circuit when the switch 

is off), being normalised by the reciprocal of the 

switching frequency, namely, τ. 

 

A. Normalisation in terms of the maximum 

discontinuous inductor current 

Of the four possible I-V combinations that can be 

analysed, the case specifically considered here, by 

way of example, is when the output voltage vo is 

assumed constant (as opposed to the input voltage, 

Ei) and is normalised with respect to the output 

current, 
oI  (as opposed to the input current, 

iI ). This 

specific case (  oov I , effectively load resistance) is 

considered since it later represents the situation 

which best presents hitherto unexplored properties.  

Consider equation (6), specifically 

2

1
2

o i

i o

v E

E L I

 
   (14) 

 

which gives 

 

2

1 /
2

o o
o

i o
i

v v v
E LI E

 
   (15) 

 

At maximum discontinuous inductor current (at the 

boundary between continuous and discontinuous 

inductor current), the transfer function, equation (2) is 

valid, and on substitution into equation (15) gives a 

cubic polynomial in δ 

 
2

1
2

o
o

v
I

L


     (16) 

 
The maximum average output current on the 

boundary, for a constant output voltage vo, is found 

by differentiating (16) with respect to duty cycle δ, 

and equating to zero.  On substituting the conditional 

result δ = ⅓, this yields (as in equation (12)) 


   1

3when and
4

   1½
2 27

o o
o

i

v v
I

L E
 (17) 

 

Normalising equation (15) with respect to the 

maximum discontinuous current given by (17), after 

isolating the voltage transfer ratio, yields  
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The boundary equation between continuous and 

discontinuous inductor current conduction, relating 

the output current and duty cycle can be found by 

substituting the transfer function 1/1  , which is 

valid on the boundary, into (18), which yields 

 
227
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critical
o

critical
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Equations (14) to (19) are presented in the 

penultimate column of Table 1, where the results of 

similar analysis for the other normalised input and 

output voltage and current conditions, being 

established background, are also summarised. The 

table also shows rearranged boundary conditions for 

each variable ( , / , and ),/o o oi
v IE I  in terms of 

the other variables, as in equation (19), for example.  

These normalised equations and their various 

rearranged forms are plotted in figures 2, 3, and 4. 

Each figure has four different plots, one for each of 

the possible normalised input and output voltage and 

current combination.  

i.  versus /I I  - figure 2      [3] 

Figure 2 shows how, to maintain a constant output 

voltage, the duty cycle must decrease as the load 

voltage tends to increase once the discontinuous 

conduction region is entered. As would be expected, 

independent of which input or output parameter is 

controlled, discontinuous inductor current results in 

over charging the output capacitor, thus the duty 

cycle must be decreased to reduce the energy 

transferred to the load, so as to maintain the required 

constant output voltage. Figure 2c shows the 

normalised condition as per equation (17), namely a 

peak boundary condition of δ = ⅓ at vo = 1.5×Ei. 

Because of power invariance, the two plots on the 

right in figure 2, have the identical shape, with 

variables interchanged appropriately. 

ii. versus /
o

i

v

E
I I - figure 3             [3], [4] 

Figure 3 conveys similar information to figure 2. 

However, figure 3 shows the more practical situation 

of how, for an increasing load resistance, for a given 

fixed duty cycle δ, the output voltage increases, when 

the load (hence input) current decreases once 

entering the discontinuous conduction region. 

Because of power invariance, the two right hand plots 

have the same shape. The four plots in figure 3 

predict an infinite output voltage, but a finite output 

current as the load current decreases: for a constant 

duty cycle, discontinuous inductor current occurs for 

all currents below the critical level. 

iii. versus o

i

v

E
 - figure 4  

Figure 4 affords a more informative representation of 

the various circuit equations. Each of the four parts of 

figure 4 show voltage transfer function variation with 

duty cycle. Each plot therefore involves the basic 

voltage transfer ratio curve, in the continuous current 

region:  

1

1
o

i

v

E 



 

 

The main region of concern is when the normalised 

current variable is less than one, in other words, 

when there is a possibility of discontinuous inductor 

current. By way of example, each graph has plotted 

two normalised currents of less than one, namely 

 1 2
3 3and  ./I I  Both of these load current 

conditions introduce a region where the transfer 

function becomes load current dependent – 

discontinuous inductor current.  

In the case where the input voltage Ei is constant, for 

loads based on the input current, the duty cycle 

boundary between the two modes occurs at  









 

 2

where for 

 

1
  

1 /

i

i

o i

i i
i

i

I

I

v I

E I
I

I

 

 

For loads based on the output current and constant 

input voltage, Ei, the boundary between the two 

inductor current modes occurs at  
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between the two duty cycle boundary points. Again, 

because of power invariance this plot is the same as 

when the output voltage is constant, for varying input 

current conditions. 

The remaining plot in figure 4 and its insert, is most 

important since it represents the mode where the 

output conditions are controlled, as is the usual 

method of using the boost converter. A region of 

discontinuous inductor current occurs, for duty cycle 

values above and below which operation returns to 

continuous conduction [5]. The two boundary 

conditions for 0 1   are two of the roots of the 

cubic (see Appendix for the general expressions for 

roots of this cubic) 

 27
4

2
1 oI

I

 


 

o

 (20) 

and the corresponding voltage transfer function is as 

shown in Table 2. From Table 1 the voltage transfer 

function is 

½ 21 1 27 /o o

i

v I
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 
   
 
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The voltage transfer function for discontinuous 

inductor current is approximately linear with duty 

cycle over a wide range: 

3 3
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o
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E
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The plot shows that discontinuity commences at  



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3 with when 1½  1 o o

i
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Another rational boundary solution is 

 

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3

2
3 and  with when  2 - 3 3  ½ o o

i
o

v I

E
I

 

In all four cases (input/output I-V), the boundary 

conditions correspond to the appropriate vertical line 

 0 / 1I I  boundary intersection points on the plots 

in figures 2 and 3.The properties of the cubic 

polynomial in equation (20) bare closer examination. 

From the Appendix, three real roots exist 

(discontinuous current conditions) if 

/ / 1 0o oo o
I II I

   
 

 

 

which is true for  /0 1o oI I  - the discontinuous 

inductor current condition. The exact roots of 

equation (20) in terms of the coefficients of the cubic 

are given in the Appendix. 

 

The voltage transfer function can be expressed in 

terms of the duty cycle at the boundary of continuous 

inductor current. That is, from Table 1 – the third 

formula column, for vo constant and the output 

current normalised 

 
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3
27 27
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 (21) 

 

Factorising the last equality, which produces a cubic 

polynomial, yields 

                  
21 / 1 1 / / 1 0o o o

i i i

v v v
E E E

 (22) 
 

The first root confirms that the boundary for 

discontinuous conduction is 

1
/

1
o

i

v
E 




 (23) 

 

Although real roots exist to the quadratic polynomial 

in equation (22), for allowable duty cycle values 

0≤δ<1, both are meaningless except other than to 

confirm the maximum boundary condition at 1
3  , 

when / 1½o i
v E  and / 1o oI I . 
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Table 1. Step-up converter transfer functions with constant input voltage, Ei, and constant output voltage, vo, with respect to I
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Fig .2. Control of duty cycle δ to maintain a constant output voltage. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

o

o

I

I

 

i

i

I

I

 

1

1

o

i

v

E 




 

2

1

4

o

i

o

i

v

E

v

E



 
 
 

 

3

27
4

1
o

i

o

i

v

E

v

E



 
 
 

 
2

4

1o

i

i

i

v

E

I

I







 

227
4

1o o

i i

v v

E E




 
 
 

 

1

1

o

i

v

E 




 

1, 

1½ 

δ=⅓ 

δ=½ 

 

 

 

 

δ=¼ 

 

 

 

3 

 

 

 

2½ 

 

 

 

2 

 

 

 

1, 2 

1 1 0 

continuous continuous 

vo  constant 

vo /Ei 

discontinuou

s 

0 0 0 0 

δ=½ 

 

 

 

 

δ=¼ 

 

 

 

vo /Ei 

0 1 1 

continuous continuous 

δ2 

Ei  constant 

discontinuou

s 

3 

 

 

 

2½ 

 

 

 

2 

 

 

 

1½ 

 

 

1 

 

 

 

 

1 0 0 

1, 2 δ=½ 

 

 

 

 

δ=¼ 

 

 

 

 

 

δ=½ 

 

 

 

 

δ=¼ 

 

 

 

 

 

o

o

I

I

 

i

i

I

I

 

1
o

i

o

i

v

E

v

E



 

2

1

4

o

i

o

i

v

E

v

E



 
 
 

 

2

1

o

i

o

i

v

E

v

E





 

1

1

o

i

v

E 




 

1

1

o

i

v

E 




 

2
4

1o

i

v

E





 



Journal of Renewable Energy and Sustainable Development (RESD)      Volume 1, Issue 2, December 2015 - ISSN 2356-8569 

279 
 

Fig .3. Voltage variation for constant duty cycle δ. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig .4. Output voltage variation for constant current. 
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B. Normalisation in terms of load resistance 

  

In the previous analysis, the transfer function for 

discontinuous conduction (and its boundary) is 

normalised with respect to the maximum 

discontinuous current of the form: 

o
o

v
I

L


  (24) 

 

Multiplying both sides by the load resistance gives 

o o o

R
I R v k v

L


    (25) 

where 

27
2 2/ (p.u.)o

o

I

I

R
k

QL

 


 
   
 
 

          (26) 

 

which is the ratio of two time constants – the switch 

off-period circuit time constant /  L R and the 

reciprocal of the switching frequency, namely,  . 

Being relate to circuit Q, the symbol k in (26) is the 

ratio of energy delivered divided by total energy 

stored per cycle – a characteristic not previously 

observed. 

 

 Discontinuous inductor current [5]: 

The peak inductor current 


Li , during discontinuous 

inductor current operation is determined solely by the 

duty cycle, according to equation (5). That is 

i
L

i i

ER R
i k

E E L


   

 

The average inductor current for discontinuous 

inductor conduction is shown in Table 2. 

 

Consider the central identity expression in equation 

(6), which assumes 


 0Li  

2

1
2

o i

i o

v E

E L I

 
   (27) 

 

which is based on the energy equation (7) 

2½ /o oo i Lv I E I L i     

 

On substitution of k into equation (27), after suitable 

multiplication by R, then vo = IoR, gives (see equation 

(6)) 

2 2 2

21 1 1 1 ½
22 2

o i i i i

i o oo o

v E E R E R E
k

E Lv vL I L I R

     
         (28) 

 

Isolating the voltage transfer function, gives for 

discontinuous conduction 

2½ 1 1 2
io

o

oi i

v I R
I k

E EI
     

  
 (29) 

 

where the output current has been normalised by the 

minimum output current, when δ = 0, the term /iE R . 

The voltage transfer function for discontinuous 

inductor current in (29) along with the normal voltage 

transfer function in equation (2), are plotted in figure 

5. The condition k = 13½, the verge of discontinuous 

inductor current at δ = ⅓ is shown. Also shown is the 

boundary conditions for increased load resistance, k 

= 22, δ = 0.62. The magnified view inset shows that 

continuous inductor current operation re-emerges at 

a low duty cycle of less than δ = 0.12. This re-

emergence of continuous inductor current at low duty 

cycles occurs for k > 13½, and can be characterised 

more rigorously by investigating the minimum 

inductor current characteristics. 

 

 Continuous inductor current: 

The key circuit parameter is the minimum inductor 

current, ,Li


which for continuous inductor current, is 

given by 

(A)
2

i
L i

E
i I

L




   (30) 

 

Normalisation with respect to the minimum load 

current, /iE R , gives 
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L i

i i
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E E L

v
k

E


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
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 
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

 (31) 

 

The voltage transfer function, equations (2) and (29), 

various inductor currents (average LI , peak Li , 

minimum


Li , equation (31)), etc. are summarised in 

Table 2. Critical circuit conditions, namely the 

boundary between continuous and discontinuous 

inductor current, occur when the minimum inductor 

current equals zero, that is, in equation (31) 


Li equals 

zero: 

1
0 ½

1
o

i

v
k

E



  


 (32) 

whence, on substituting the voltage transfer function, 

equation (2), which is valid on the boundary, yields 

 
2

4
27

21 /o
o

I
k I

      
 

 (33) 

 

as the discontinuous current conduction boundary 

condition. Note the similarity to equation (19). Such 

analysis to derive this equation appears in texts [5], 

but analysis progresses little further.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .5. Voltage transfer function variation with duty cycle, showing discontinuous current boundaries. 
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Table 2. Step-up converter transfer functions, load resistance normalised. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. MATHEMATICALLY ANALYSIS OF THE 

BOUNDARY CUBIC POLYNOMIAL 

 

Consider equation (33) rearranged into a more 
general cubic polynomial form 
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for δ. The effect of the constant term c is to produce 
a Y-axis shift of the basic cubic function, thus in this 
case, determining if one or more real roots exist. 
 

The duty cycle range of interest is 0 ≤ δ ≤ 1 and c ≥ 0 
(representing positive output current). Although 
primarily interested in the roots of this cubic, those 
roots are uniquely associated with the properties of 
the local maxima and minima. Equating the first 
differential to zero (and testing for a maxima or 
minima) yields  



 1
3 and 1  , both independent 

of c. The local minima


1  always occurs at a value 
of -c, the Y-axis intercept value (when δ = 0). The 
inflexion point (second differential equated to zero) 
gives inflex

2
3 , whence a local maxima and minima 

always exist.  
 

The local maxima and minima represent the δ values 
at which roots emerge and disappear respectively, as 
the value of c (the Y-axis intercept) shifts the cubic 
plot up the Y-axis (decreasing current), as shown in 
figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .6. Boundary conditions for three real roots to the cubic equation. 

 

 

Solvable, unique boundary solutions exist for δ when 

all three real roots exist such that two are coincident 

(real and equal). These cases are plotted in figure 6. 

Equation (34) is equated to the following general 

cubic with two coincident roots, which releases a 

solution degree of freedom. 

     
2 2

1 0 X criticalc            (35) 

 

By expanding both sides and equating coefficients, 

because of the released degree of freedom, a unique, 

viable, quadratic solution results, yielding:  

  1 4
3 3or 1 and 

critical X
 

 

and for δ = ⅓, c = 4/27 (k = 13½). The root δX =  
supports the fact that when only one real, positive 

root exists, that root occurs for 4
3X  . Similar 

analysis on the local minimum yields that if only one 

real negative root exists that single root must be less 

than zero, hence a single root solution is in the range 

  4
30

X
; always outwith the range of interest, 0 ≤ 

δ ≤ 1. The local minima also yields coincident roots, at 

δ = 1, when c = 0 (k→∞, an output open circuit). Exact 

solutions for the roots of the cubic polynomial, in 

terms of its coefficients, can be found in the 

Appendix. 
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IV. INTERPRETATION OF THE BOOST 

CONVERTER BOUNDARY CUBIC 

POLYNOMIAL 

 

 Interpretation of the cubic analysis results, is:  

if k < 13½ (c > 4/27, with no real roots between 0 < δ < 

1), discontinuous inductor current does not occur for 

any duty cycle δ. From equation (26), continuous 

inductor current results if 

27
2

R
k

L


   (36) 

 

As k increases above 13½ (0 < c < 4/27), as the load 

resistance increases and the load current decreases, 

a region about δ = ⅓ spreads asymmetrically 

(towards δ = 1 and towards δ = 0), where δ in that 

range results in discontinuous inductor current. The 

implication of the critical range spreading in both 

directions about δ = ⅓, is significant. For a given fixed 

load resistance, with k > 13½, as the duty cycle 

decreases from a maximum, discontinuous inductor 

current results before δ = ⅓, but, as the duty cycle is 

reduced below δ=⅓, further towards zero, continuous 

inductor current conduction always re-emerges [5].  

 

 A corollary, at first sight contradictory, is that:  

if the duty cycle δ is maintained constant as the load 

current is decreased (k increased), once 

discontinuous inductor current occurs, continuous 

inductor current operation does not re-emerge (if the 

duty cycle is maintained constant), as confirmed by 

any of the four plots in figure 3. 

 

In figure 3 once a constant duty cycle contour enters 

the shaded discontinuous current region, the output 

voltage increases and the constant duty cycle contour 

remains in the discontinuous current region as the 

current decreases to zero. Only if the duty cycle is 

decreased (decreasing the energy being transferred 

to the load) can operation re-enter the continuous 

inductor current region. Theoretically continuous 

inductor current occurs at δ=0. 

 

The normalised design monogram in figure 7, 

illustrating the equations in Table 2 with k = 22, for 

which discontinuous conduction occurs according to 

equation (31), illustrates the properties of the cubic 

boundary equation (33). For k = 22, the boundary 

values for discontinuous conduction are 0.12 ≤ δcrit ≤ 

0.62. In figure 7, the inductor current waveform is 

continuous for δ = 0.65, then discontinuous when the 

duty cycle is reduced to δ = 0.3. If the duty cycle is 

further reduced, to k=0.05, continuous conduction is 

predicted, as substantiated by the PSpice plots in 

figure 8c. 

 

Figure 8, parts a to c, show PSpice plots for three 

load conditions (k = 10, 13½, and 22). The first, figure 

8a, is when k = 10, and continuous inductor current 

occurs for all δ, as predicted. The plot in figure 8b, 

shows operation on the verge of discontinuous 

conduction, when for δ=⅓ the minimum inductor 

current just reaches zero, as predict for k = 13½. 

Figure 8c shows the case for k = 22, when 

discontinuous inductor current results, but re-

emerges at a lower duty cycle.  

 

The reason why continuous current recommences at 

low duty cycles (δ<⅓) is related to the amount and 

how energy is transferred to the load. During normal 

operation, when the switch is off, two sources transfer 

energy to the load, as shown by equation (3).  

2 2

½ /L Lo oi oE I L i i v I
 

   
 

 

 

The source Ei energy is proportional to load current, 

while the energy from the inductor is quadratic 

current dependent, and the load current is 

proportional to voltage. The output voltage decreases 

according to 1/1 -   when inductor conduction is 

continuous, but is approximately proportional to duty 

cycle (from equation (29) and figure 5), when 

discontinuous. The energy from the supply when the 

switch is off is that necessary to maintain the output 

at its minimum value Ei, equation (4), while the 

inductor energy produces the boost voltage above Ei, 

δvo.  
 

At high duty cycles the necessary quadratic inductor 

energy reduces at the same rate as the output energy 

fall rate which is dependant on the duty cycle. At the 

boundary of discontinuous inductor current, the 

troughs of the inductor current are unable to reverse 

(therein transferring energy back to the dc supply), 

which results in excess energy being transferred to 

and retained by the load circuit. As the duty cycle is 

decreased below this level, the load energy rate 

decreases approximately linearly with duty cycle, at a 
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faster rate than the inductor energy rate reduction. As 

the duty cycle decreases further, the load 

requirement is such to necessitate inductor energy 

associated with continuous inductor current. The 

inductor energy again balances the boost voltage 

according to the transfer function 1/1 -  .  

 

Progressive a larger percentage of energy must be 

provided by the supply energy component, which can 

only support an output voltage Ei. As δ tends to zero 

the vast majority of the load energy is provided 

directly by the dc supply; with a continuous load 

(hence inductor) current, /o i
I E R from the supply 

when δ = 0 and the inductor ripple current is zero.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .7. Step-up converter performance monogram for k = 22, giving discontinuous inductor current for 0.12 ≤ δcrit ≤ 0.62. Inductor time 

domain current waveforms for δcont = 0.65 (continuous inductor current) and δdis = 0.3 (discontinuous inductor current).  Capacitor 

discharge in switch-off period δ ≤ 0.7. 
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V. GENERAL ANALYSIS OF THE BOOST 

CONVERTER 

 

Figure 9 shows the minimum inductor current at the 

boundary of discontinuous inductor current, as given 

by equation (31), plotted in three different domain 

combinations. Specifically the plots are combinations 

of k, δ, and the normalised minimum inductor current:  

 
2

1
½

1
L

i

R
i k

E






 


 (37) 

 

Together the four shown plots reveal the underlying 

mechanisms of the boost converter. Reversible 

converter operation has been assumed in equation 

(37), that is the voltage transfer function, equation (2), 

is always valid. This recognises that if the boost 

converter is reversible (extra switch and diode) then 

the inductor current can reverse and the transfer 

function given by equation (2) remains valid for all δ, 

provided 0oI   with a passive R load. 

 

The first plot, 8a, of minimum inductor current versus 

load, k, shows the minimum inductor current reaching 

zero when the load resistance reaches k = 13½ for δ 

= ⅓, thereby confirming the solution to (35).   

The minimum current locus is derived from 

differentiation of equation (37) 
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Substitution of this duty cycle condition back into 

equation (37) gives 

 
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2
3

min

4

4

1
½ 1

L

i

k

k

R ki
E


   (38) 

 

The straight line (equation (31)) tangents (of slope 

½δ from differentiation of equation (37) with respect 

to k) represent the minimum inductor current variation 

for a constant duty cycle δ as the load k, is changed. 

This plot is not readily interpreted when k < 4 (high 

load current levels), for it tends to predict tangents 

such that δ < 0. Obviously δ = 0 is a restriction, hence 

the minimum locus plot in figure 9a is shown dashed 

for k < 4. 

The plot in figure 9b shows minimum inductor current 

plotted against duty cycle δ for different load 

conditions, k. The locus of the minimum possible 

inductor current for a given load is derived by 

differentiating equation (37) with respect to δ and 

equating to zero, giving 

 
3

4

1
k





 

 

which on substitution back into equation (37) yields 

the locus: 

 
3

min

1 3

1
L

i

R
i

E





 



 (39) 

 

The plot (and equation (39) when equal to zero) 

confirms the critical inductance current condition 

occurring at k = 13½ for δ = ⅓. Figure 9b sheds some 

light on the converter mechanisms when k < 4. As the 

load current increases, (that is, load resistance 

decreases - k decreases) the locus of minimum 

inductor current increases, the minimum value of 

which increases as duty cycle decreases. At k = 4, the 

minimum possible inductor current of 1 pu, 


 /L ii E R , occurs at δ = 0, any further decrease in 

load resistance results in the minimum normalised 

inductor current of 1pu continuing to occur at δ = 0. 

The theoretical locus for k=0, that is an output short 

circuit is shown, with k < 0 being shaded as an 

unobtainable operating region.    
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Fig .8a. Step-up converter performance, k=10=R. [Ei = 50V, R = 10Ω, L = 100μH, τ = 100μs, δ = 0.05, ⅓, ¾]

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig .8b. Step-up converter performance, k=13½=R.[Ei = 50V, R = 10Ω, L = 100μH, τ = 100μs, δ = 0.05, ⅓, ¾]
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Fig .8c. Step-up converter performance, k=22=R.[Ei = 50V, R = 10Ω, L = 100μH, τ = 100μs, δ = 0.05, ⅓, ¾]

 

Further insight is gained into operation below k = 4, by 

plot 8c which shows load resistance k plotted against 

duty cycle δ. The locus of minimum load resistance k 

for a given duty cycle is given by differentiating (37) 

with respect to duty cycle, when the equation is 

expressed in terms of k, namely 
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which on differentiation and equating to zero yields 
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R
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and on back substitution gives 
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

 


3min

4

1
k k  (40) 

 

The region of discontinuous inductor current for k > 

13½ is shown shaded, and is indicated as reversible.  

Notice that quadratic type minimum inductor current 

contours are not obtained when k < 4. The best way 

to interpret the region for k < 4 is to examine the 

extreme limit, when k = 0. In the limit, as the load 

resistance tends to zero, k = 0, the minimum inductor 

current is restricted by the duty cycle. Certain 

operating current and duty cycle conditions are 

unobtainable, as shown in plot 8d. As the minimum 

inductor current increases (less ripple current) the 

minimum necessary duty cycle increases in order to 

maintain the output voltage. Since the ripple current 

maximum peak to peak is fixed (but proportional to 

duty cycle), this means a limitation on the minimum 

ripple current at high current levels and low duty 

cycles. The boundary for forbidden operation in figure 

9d (and also shaded in figure 9b) is given by k = 0 in 

equation (37), that is 
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1
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i ik
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E E
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 (41) 

 

The average normalised inductor current is given 

when k = 0 in equation (37) or equation (41). 

The limitation area is between 0 < k < 4, as shown in 

figure 9d, where the upper bounds is  
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Rearranging equation (41) gives the minimum duty 
cycle for k < 4, for which the minimum normalised 
inductor current is not restricted, as shown in figure 

9d. 
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Fig .9. Step-up converter characteristic load curves.

 

 Maximum period  X for zero inductor current  

Figure 10 shows the boost converter characteristics 

for discontinuous inductor current when operating at 

the maximum length of time with a discontinuous 

current condition,  X . From Table 2, the period of 

zero inductor current, is given by 
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when, during discontinuous inductor current, a 

constant output voltage results 

1½o
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These equations reconfirmed the verge of 

discontinuous inductor current condition, when 

k=13½, δ = ⅓, δx = 0, and vo / Ei  = 1½. 

Operation at the longest inductor discontinuous 

current duration point results not only in a constant 

output voltage, equation (47) but also in a constant 

average normalised inductor current given by 

       




3
2 23

2
3
2

9½ ½       pu
41

1

o

i
L

oi

i

v

ER
I k

vE

E

 

while the minimum inductor current is zero for all k > 

13½, the peak inductor current is 
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These inductor currents are shown in figure 10, along 

with the boundary case k = 13½ for continuous 

inductor current conduction.  

 

VI. DISCONTINUOUS CAPACITOR CURRENT 

DURING THE SWITCH OFF PERIOD 

Output ripple voltage is dominated by the capacitor 

ripple voltage, which is related to the output capacitor 

 charging current variation 

 equivalent series resistance  

 equivalent series inductance  
 

Generally for the boost converter, when the switch is 

on, the output capacitor provides the entire constant 

load current 
oI . The capacitor ripple voltage due to 

this constant discharge is given by 
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This equation assumes that the capacitor only 

discharges when the switch is on. Under lower duty 

cycle conditions the capacitor is prone to provide load 

current when the switch is off, when the inductor 

current falls to a level which is insufficient to provide 

all the load current requirement. Such a condition 

occurs with discontinuous inductor current, that is 


 0Li , as shown in figure 11 (which is figure 9c 

reproduced for clarity). This boundary condition is 

defined by equation (33), that is 
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The capacitor ripple voltage increases above that 

given by equation (48) and is given by 
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The voltage transfer function is given by equation 

(29). 

In fact a more restrictive boundary than equation (49) 

exists, which is characterised by equating the 

minimum inductor current to the load current such 

that Ic = 0, that is 


 0 L oi I . From Table 2, for 

continuous inductor current the boundary is given by 
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Fig .10. Locus of maximum discontinuous current characteristics. 

 

 

This boundary is related by the duty cycle δ to the 

boundary specified by equation (49), both equations 

being shown in figure 11. Provided discontinuous 

inductor current does not occur, the voltage transfer 

function given by equation (2) remains valid. The 

output ripple voltage magnitude is given by 
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The first equality is for when the ripple voltage 

increases, as the capacitor is recharged immediately 

after the switch is turned off. The second equality 

comprises the two components when the capacitor 

voltage decreases, namely when the switch is on and 

during the latter part of the switch off period once the 

inductor current falls below the load current level oI . 

  

 

 

 
 
 
 
 

 

 

Fig .11. Zero capacitor current characteristics in switch off-state. 
 

VII. CONCLUSIONS 

 
The discontinuous inductor current properties and 

characteristics of the boost converter have been 

investigated. Specifically, the re-emergence of 

continuous inductor current at low duty cycles has 

been quantified. This property never occurs if the load 

is varied and the duty cycle is fixed. The minimum 

inductor current properties at high current have also 

been investigated.  Output capacitor ripple voltage 

has also been quantified for both discontinuous 

inductor current and a more likely condition where the 

inductor current falls below the load current level. 

 

VIII. APPENDIX:  EXACT ROOTS OF A CUBIC 

EQUATION IN TERMS OF ITS 

COEFFICIENTS 

 From Table 1, at the boundary of continuous 

conduction, equation (21), 
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Rearranging gives the normalised cubic equation 
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From the discriminant, for more than one real root 
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Note that a negative discriminant is the correct 

condition for more than one real root [6].  

 

 The solution to equation (21), for the duty cycle in 

terms of the normalised maximum critical inductor 
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current ( let /o o
II I ) is 

       3 31 1 2
3 3 31

2 1 2 1 2 1 2 1I I I I I I           (53) 

 
The remaining two roots δ2,3 are 

       3 3

2,3 1

1
½ 1 2 1 2 1 2 1 2 1

2 3
j I I I I I I 

 
           

 
 (54) 

which are all real roots if  0 1.I  

 The solution to equation (33), for the duty cycle in 

terms of the normalised load resistance factor k, is 

found by substituting  27
2I k  into equations (53) 

and (54), such that more than one real root results 

if  270 1,2k  that is  27 .2k  
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Abstract - In power electronic converters,   reliability 

of DC-link   capacitors   is one of the   critical   issues.  

The estimation   of  their   health   status   as  an  

application  of condition  monitoring have  been  an  

attractive subject  for industrial field and  hence for 

the academic  research filed as well. More reliable 

solutions are required to be adopted by  the  industry   

applications   in  which  usage  of  extra hardware,  

increased   cost,  and  low  estimation   accuracy are  

the  main  challenges.  Therefore,   development of 

new condition monitoring methods based on software 

solutions could be the new era that covers the 

aforementioned challenges.  A capacitance   

estimation   method   based   on Artificial Neural 

Network (ANN) algorithm is therefore proposed in this 

paper.  The implemented ANN estimated back 

converter.   Analysis of the error of the capacitance 

estimation   is also given.  The presented method 

enables a pure   software   based   approach with 

high parameter estimation accuracy. 

 

Keywords - Capacitor condition monitoring; capacitor 

health status; Capacitance estimation. 

 

I. INTRODUCTION 

 

Condition monitoring is an important strategy to 

estimate the health condition of power electronic 

components, convert- ers and systems. It is widely 

applied in reliability or safety critical applications, such 

as wind turbines, electrical aircraft, electric vehicles, 

etc., enabling the indication of future failure 

occurrences and preventive maintenances. In [1], the 

condition monitoring of semiconductor devices used 

in power electronics is well reviewed. Besides the 

power devices, and according to [2], electrolytic 

capacitors are sharing 60% of the failure distribution 

for power converter elements as shown in Fig.1, 

therefore, capacitors are another type of reliability 

critical components. 

In the last two decades, a large number of research 

results on condition monitoring of capacitors has been 

published. The majority of the condition monitoring 

methods for capacitors are based on estimation of the 

capacitance C and equivalent series resistance 

(ESR), which are indicators of the degradation of 

capacitors [3]. For aluminum electrolytic capacitors, 

the widely accepted end-of-life criteria are 20% 

capacitance reduction or double of the ESR. For film 

capacitors, a reduction of 2% to 5% capacitance may 

indicate the reach of end-of-life. Therefore, a method 

which can estimate the C value could be applied on 

both aluminum electrolytic and film capacitors. 

However, obtaining the values of C or ESR is an 

important step since it gives an indication of the 

ageing process and its acceleration. Fig. 2(a) shows a 

simplified equivalent model of capacitors and Fig. 2(b) 

plots the corresponding frequency characteristics. It 

can be noted that the capacitor impedances are 

distinguished by three frequency regions dominated 

by capacitance, ESR and the Equivalent Series 

Inductance (ESL), respectively. 

 

 
 

Fig .1. Distribution of failure for power converetr elements [2 

 

 

(a) Simplified equivalent model of capacitors 

C ESR ESL 
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(b) Impedance characteristic of capacitors 

 
Fig .2.    Equivalent model and impedance characteristics of  

capacitors. 

 

From  the  methodology  point  of  view  in  [4],  

condition monitoring methods in the literature are 

classified into three categories as the following: a) 

Capacitor ripple current sensor based methods, b) 

Circuit model based methods, and c) Data and 

advanced algorithm based methods. The following 

three subsections are defining the principle of each 

category with its corresponding examples from the 

literature. 

 

A. Capacitor ripple current sensor based  methods 
 

The basic principle of the this category is to estimate 

the capacitance  and/or  the  ESR by  using  the  

capacitor  ripple voltage and current information at 

region I and II (as shown in Fig. 2(b)). In [2, 5–7], an 

external current injection at low fre-quency is the 

main approach to achieve condition monitoring, it has 

been applied to PWM AC/DC/AC converter in [2], [5], 

and [7], while in [6] it has been applied to a sub-

module capacitor in moulder multilevel converter. 

 

B. Circuit model based methods 

This category is based on that instead of injecting 

external signals, the capacitor current can be 

obtained indirectly de- pending on both the circuit 

model and the operation principle of PWM switching 

converters. In [8], an on-line condition monitoring 

based on capacitance estimation is proposed, the 

capacitor ripple current is calculated using the 

difference between the input current sensor, and the 

output current flows to the inverter which is based on 

the transistor switching statues. 

C. Data and advanced algorithm based  methods 

This category, obtaining a strong correlation between 

the available parameters and the parameters to be 

estimated is the main concept. In [9], an external 

voltage is injected to the reference voltage of the 

capacitor at low frequency, the obtained capacitor 

power is used as a training data in sake of finding an 

identification model based on Support Vector 

Regression (SVR). After using a group of training 

data, a generated function is used to analyse the 

correlation between the known capacitor power and 

its corresponding capacitance value. Although the 

previous mentioned methods have been ver- ified by 

simulation and experimental work, errors, complex- 

ity, and cost increasing due to extra hardware are 

common shortcomings. Therefore, the developed 

technologies are rarely adopted in practical industry 

applications, implying that new condition monitoring 

methods based on software solutions and existing 

feedback signals, without adding any hardware cost, 

could be more promising in practical applications. 

This paper aims to propose a condition monitoring 

method based on Artificial Neural Network (ANN) that 

uses existing power stage and control information 

and existing spare re- sources of digital controllers. It 

requires no extra hardware cir- cuitry (e.g., current 

sensors and corresponding signal condition circuits), 

no external signal injection, and therefore minimises 

the increased complexity and cost. Main sections in 

this paper are as the following: Section II gives the 

basic principle of ANN applied for capacitor condition 

monitoring. Section III 

 

Fig .3.    The structure of the Artificial Neural  Network. 

 

illustrates the applied ANN to a back to back 

converter study case.  Section IV presents the results 

achieved by the proposed method based on ANN, 

followed by the conclusion. 
 

II. ANN FOR CAPACITOR CONDITION 

MONITORING 

 

Implementation of capacitor condition monitoring 
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using ANN is motivated by the shortcomings that 

have been investigated earlier in this paper. Avoiding 

the usage of direct/indirect current sensors is one of 

the main advantages of using ANN to obtain the 

estimated value of C. Instead of sensing the capacitor 

current iC, only the input terminal and output terminal 

information of the power converters are used as 

inputs to the ANN, while the capacitance is the ANN’s 

target, and then the network is responsible for 

estimating the value of C when using different inputs 

than the trained ones. Normally, during the operation 

of the power converter, the required terminal 

information to train the ANN is supposed to be 

available. Taking the power level of the applied 

converter into consideration while the network is 

trained, is improving the ANN’s estimated results by 

being more robust against dynamic variations of the 

loading power. Fig.3 illustrates the structure of the 

proposed ANN. The basic structure of any neural 

network consists of three layers, input, hidden, and 

output layers. The input layer is where the available 

amount of data N fed to the ANN will be stored. The 

hidden layer job is to transform the inputs into a 

function that the output layer can use, while the 

output layer transforms the hidden layer activations 

into a scale which the operator wanted the output to 

be on target. 

III. CAPACITANCE ESTIMATION BASED ON 

ANN 

 

Capacitance estimation based on ANN is applied to a 

back to back converter as shown in Fig. 4. The 

specifications of the converter are listed in Table I. 

 

Capacitance values in the range between (1000µF 

and 5000µF) with 100µF step are used as targets to 

the network, each value of these 41 samples 

corresponds respectively to the single phase RMS 

input/output voltages, currents, and the DC-link 

voltage. Since the different loading condition of the 

back-to-back converter is also considered, three 

groups of 41 samples under the respective loading 

level of 10 kW, 7 kW and 4 kW are used. 

 
 

Fig .4.    A back-to-back converter. 

 
Table 1. THE SPECIFICATIONS OF THE BACK-TO-BACK CONVERTER    

PARAMETERS. 

 

Input AC Voltage (VL−L) 600 V 

Output AC Voltage (VL−L) 380 V 

Rated  DC-link  Voltage (Vdc) 780 V 

Full Power Level  (Po) 10 kW 

Capacitance (C) 5000 µF 

 

 

 
 

Fig .5.    Regression responce of the trained  network.. 
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All the 123 samples are fed to a single hidden layer 

ANN consisting of 10 neurons using the Neural Fitting 

Tool (nftool) in MATLAB software. This tool is usually 

used for estimation and prediction of problems in 

which the neural network maps between a data set of 

numeric inputs and a set of numeric targets. The 

iteration algorithm used in this training is Levenberg- 

Marquardt, which typically takes more memory but 

less time. The training automatically stops when  

generalisation stops improving, as indicated by an 

increase in the mean square error of the validation 

samples. During the training observing the 

Regression value R is important, since Regression 

values measure the correlation between outputs and 

targets. An R value  of  1  means  a  close  

relationship,  while  0  means  a random relationship. 

Fig. 5 shows the regression response of the trained 

network in this paper. It can be noted that all the 

123 input data are exactly aligned on the fitting line 

and the values of R are close to 1. Based on this 

result, the network stopped training and the ANN is 

generated to be used. 

 

IV. SIMULATION RESULTS AND DISCUSSION 

In this section, the trained network is tested for 

verification purpose. The inputs to the ANN are 

stored in the Matlab work- space, and they are sent 

to the ANN as a group set every 0.2 seconds. Each 

group set is resulting in one corresponding output 

(estimated C value). The same group set of inputs is 

sent until a new set is available in the work-space. 

The same back to back converter as shown in Fig. 4 

is used for the simulation test, but with two capacitors 

C1   and C2 connected in parallel through switches to 

have the option to switch between them to simulate 

the degradation of C. At the timing (5 sec) the 

capacitor C2 will be switched on instead of C1 . Fig.6 

shows the capacitance value estimated by the trained 

ANN. The simulation results for the estimated 

parameters and their corresponding errors are shown 

in Table II. The estimated results verify that the 

trained ANN is responding for the changes in the 

capacitance value, and the statues of the capacitor 

could be easily identified. 

Table 2. SIMULATION  RESULTS  FOR  ESTIMATED CAPACITANCE.. 

 

C1actual=5000µF 
C1estimated=4991µ

F 
Error=0.18% 

C2actual=4000µF 
C2estimated=3996µ

F 
Error=0.1% 

 

Moreover, to prove the accuracy of the trained ANN, 

the network is tested to identify the reduction of 50µF 

out of 5000µF and the resulted estimation is shown in 

Fig. 7. For the initial stage, the estimated value is 

4991µF and for the degraded case, the estimated 

value is 4945µF, which gives a 0.18% error as a 

maximum. 

To test the robustness of the trained ANN against 

loading power variations, the ANN is tested to 

estimate a capacitance 

 

Fig .6.    Tested DC-link capacitor change in a back-to-back   

converter. 

 

Fig .7.    Trained ANN accuracy for the capacitance change shown 

in Fig. 6. 

 

Fig .8.    Trained ANN accuracy for the loading power   change. 

 

value of 5000µF during a loading power change. The 

esti- mated results with their corresponding errors 

percentage are shown in Fig. 8. 
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Moreover, for  further verification of  the  ANN  

accuracy, a  set of random values of capacitance 

between the ranges of (1000µF-5000µF) are applied 

under three different power levels, their actual and 

estimated values are shown in Fig.9. The actual and 

estimated values of capacitance of the set applied 

under 70% power level are presented in Table III. 

In sake of showing the impact of the training data 

amount on the accuracy of the trained ANN, another 

network (ANN2) is trained by using 63 samples 

instead of 123 samples considering the same 

conditions of (ANN1) which have been trained earlier 

in this paper. Fig. 10 shows that the errors estimated 

by ANN2 are higher than the ones estimated 

previously by ANN1, implying the trade-off between 

estimation accuracy and required computation 

resource.

 

Fig .9.    Estimation error analysis under different level of   power. 

 

 

Table 3. SIMULATION RESULTS  FOR ESTIMATED CAPACITANCE  (AT  

7KW). 

Cactual=1300µF Cestimated=1296µF Error=0.3% 

Cactual=1743µF Cestimated=1747µF Error=0.23% 

Cactual=2600µF Cestimated=2589µF Error=0.4% 

Cactual=3200µF Cestimated=3203µF Error=0.09% 

Cactual=3854µF Cestimated=3850µF Error=0.1% 

Cactual=4265µF Cestimated=4257µF Error=0.18% 

 

 

Fig .10.    Estimation error analysis by different trained  ANNs. 

The last accuracy analysis is performed to observe 

the error percentage of the estimated capacitance 

with respect to different degree of changes of the 

original value of 5000µF, the results are shown in Fig. 

11. It can be noted that the estimation errors of the 

proposed ANN are below 0.25%. It can respond and 

estimate correctly the capacitance values even under 

a very low level of capacitance reduction of 0.2% 

changes. 

The following remarks are given from the results 

presented in this section: 

 The simulation results of the proposed method 

based on ANN verify that condition monitoring 

methods based on software solutions could be an 

attractive alternative for the practical industry 

applications. 

 

 It can be noted from the results that trained ANN 

is capable to respond to a very small change of 

capacitance 

 

Fig .11.    Estimation error analysis under different level of 

capacitance reduction at rated power  level. 

 

and estimate the capacitance value within the range 

in which the network is trained. 

 It should be noted that the accuracy of the trained 

ANN strongly depends on the amount, quality, 

and accuracy of the data used in the training. 

 

V. CONCLUSIONS 

 
A new capacitor condition monitoring method based 

on Artificial Neural Network algorithm is proposed in 

this paper. It is applied to a back-to-back converter 

study case to estimate the capacitance value change 

of the DC-link capacitor. The proposed method 

requires no additional hardware circuit and could be 

implemented by using the spare resources of existing 
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digital controllers in most of power electronic systems, 

implying a minimum increased cost (e.g., only in the 

research and development part). The error analysis 

under different DC-link capacitance values and 

different level of capacitance reduction with respect to 

the initial value are given, achieving a maximum 

estimation error that is well below 0.5%, which could 

be acceptable in many practical applications. The 

impact of training data amount on the error analysis is 

also given. 
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Abstract - The Y-source topology has a unique  

advantage of  having  high  voltages  gain  with  small  

shoot  through duty  cycles. Furthermore, having the 

advantage of high modulation index increases the 

power density and improves the performance of the 

converter.  In this paper, a collective thermal and 

efficiency investigation is performed in order to 

improve the reliability of the converter. Losses 

evaluation in the semiconductor devices 

(switching/conduction), the capacitors (ESR), and the 

inductors (core/winding) are presented.  Moreover, 

the junction temperature evaluation of the devices is 

considered under 25◦ C ambient temperature.  The 

analysis is carried out at the following voltages gain 

(2, 3, and 4), and at the following winding factors (4, 

and 5) using PLECS toolbox.  The results show that, 

the power losses and the junction  temperature are 

directly proportional with the voltage gain and the 

winding factor. 

 

Keywords – Y-Source Converter-core losses-winding 

losses-Thermal-Voltage gain-Duty cycle. 

 

I. INTRODUCTION 

 

Y-source power converter has been used in many 

renewable energy applications such as; renewable 

generation systems [1], fuel cell applications [2], and 

more recently with electric vehicles [3]. Due to the 

importance of the thermal behaviour from the 

reliability point of view, a collective investigation of 

efficiency and thermal performance has to be done 

for the Y-source converter. Unreasonable 

temperature during the operation of the converter 

affects the performance, the devices lifetime, and 

hence, the reliability of the power electronic com- 

ponents in the converter. Therefore, controlling the 

tempera- ture within the reasonable limits provides: 1- 

higher power densities. 2- lower cost  system 

configuration. 3-  reliability improvement from lifetime 

point of view. 4- increase of the overall efficiency of 

the converter. 5- insuring safety and preventing the 

catastrophic design mistakes. 

 

Practical applications require high switching 

frequency with small shoot through cycles to reduce 

the power losses during the turn-on and turn-off 

transients. For a short duration, a high current passes 

through the switch causing high voltage stress and 

high junction temperature. Moreover, having higher 

voltages gain increases the stress in the device which 

needs to be designed carefully. Thus, it is very 

important to consider the thermal challenges earlier in 

the design stage. Considering these challenges 

improves the performance of the converter by 

protecting the devices to be exposed to excessive 

temperatures that shorten their lifetime [4], and 

hence, the reliability of the converter. 

 

This paper aims to investigate the thermal 

performance of the Y-source converter operating 

under 500 W at switching frequency of 20 kHz [5], [6], 

and [7]. The investigation is considered at voltages 

gain (2, 3, and 4), and at winding factors (4, and 5). 

The main sections in this paper are as follows: 

Section II gives the topology of the Y-source 

converter and its theory of operation. Section III 

illustrates the calculations of the efficiency and 

losses. Section IV presents the simulated case 

studies. Section V presents the simulation results and 

discussion, followed by the conclusion. 
 

II. TOPLOGY AND THEORY OF OPERATION 
 

The Y-source converter is a very promising topology 

for higher voltage gain in a small duty ratio and in a 

very wide range of adjusting the voltage gain [6]. Very 

high modulation index can be achieved with this 

topology as well. The range of duty cycle in the Y-

source is narrower than Z-source and the boost and 

higher in the modulation index. Fig.1 (a) shows the Y-

source impedance network is realized a three-

winding coupled inductor (N1, N2, and N3) for 

introducing the high boost at a small duty ratio for 

SW. It has an active switch SW, passive diodes (D1, 
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D2), a capacitor C1, the windings of the coupled 

inductor are connected directly to SW and D1, to 

ensure very small leakage inductances at its winding 

terminals. 

 In the ST state, when the switch is turned on, D1 

and D2 are off causing the capacitor C1 to 

charge the magnetizing inductor of the coupled 

transformer and capacitor C2 discharge to power 

the load. 

 

 In the  NST state, when the  switch is  non-

conducting,D1  starts  to  conduct  causing  the  

input  voltage  to  recharge the  capacitor C1  and  

the  energy from  the  supply and  the transformer 

to  flow to  the  load  and  when  D2  starts 

 

 
Fig .1.    Illustration of a)Y-source converter, b) its equivalent 

”ST state”, and c) its equivalent ”NST state” circuits.. 

 

conducting, it recharges C2 and the load to be 

continuously powered. 

  

The  input /output  voltage  relation  and  the  duty  

cycle  isexpressed in (1) 

                                 (1) 

where, Vout  is the output voltage, Vin  is the input 

voltage, D is the duty cycle and K  is the winding 

factor. 

The winding factor K is calculated according to the 

turns ratio of the three-winding coupled inductor as 

expressed in (2) 

         (2) 

where, (N1   : N2   : N3 )  is the turns ratio of the coupled 

inductor. 

And the modulation index M of the Y-source is 

expressed in (3) 

   

         (3) 

where, D  is the duty cycle required for the voltage 

gain and M  is the modulation index. 

 

III. EFFICINCY AND LOSS CALCULATIONS 

 

In this section, further illustration for the formulas 

used in calculating the relevant losses and verified by 

the simulation results. Having passive elements in the 

Y-source circuit, may have some advantages as 1) 

minimizing the stresses according to the desired 

design, 2) reduceing the switching and conduction 

losses on the devices, 3) lowering shoot through 

duration, since they are storing energy. 

 

A. Switching and conduction losses calculations 

Switching losses occurs when the device is 

transitioning from the blocking state to the 

conducting state and vice-versa. This interval is 

characterized by a significant voltage across its 

terminals and a significant current through it. The 

energy dissipated in each transition needs to be 

multiplied by the frequency to obtain the switching 

losses: 

The switching losses Psw  are expressed in (4): 

   (4) 

 

Where, Eon and Eoff are the energy losses during on 

and off of the switch, fsw is the switching frequency. 

Conduction losses occurs when the device is in full 

conduction. The current in the device is whatever is 
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required by the circuit and the voltage at its terminals 

is the voltage drop due to the device itself. These 

losses are in direct relationship with the duty cycle. 

 

The average conduction losses Pcond are expressed 

in (5): 

                (5) 

 

where, vce   is the on state voltage, an ice   is the 

on state current. And in (6): 

 

 

           (6) 

 

B. Capacitor  ESR losses calculations 

The Equivalent Series Resistance ESR is the value 

of resistance which is equal to the total effect of 

a large set of energy loss mechanisms occurring 

under the operating conditions. So, the capacitors 

losses are expressed in (7): 

 

            (7) 

 

where, Icap. is the rms current passing through the 

capacitor, and ESR is the equivalent series 

resistance measuring the effect of the losses 

dissipated in the capacitor. 

C. Winding and core losses calculations 

According to Steinmetz’s equation [8], which is a 

physics equation used to calculate the core loss of 

magnetic materials due to magnetic hysteresis. 

 

The core losses are expressed in   (8): 

                 (8) 

 

Where, Bˆ is the peak induction of a sinusoidal    

excitation on the efficiency and junction temperature 

performances. Furthermore, measuring all the 

relevant losses as listed in section with frequency f, 

Pv is the time-average power loss per unit volume, 

and the material parameters (α, β, k) are material 

parameters. 

 

The improved generalized Steinmetz’s equation is 

expressed in (9): 

       (9) 

Where, ∆B is the flux density from peak to peak and 
in (10): 
 

     (10) 

Where, (β, α, k) are the material parameter found by 

curve fitting, and θ is the angle of the sinusoidal 

waveform simulated. 
 

IV. CASE STUDIES 

 

In this section, simulations are carried out to verify 

the performance of the Y-source converter using the 

parameters listed in Table I. 

 
Table 1. THE USED PARAMETERS OF THE SIMULATED MODEL. 

 

Parameters Values  / Models 

Input voltage Vin 100 V - 133 V - 200    V 

Output  voltage Vo 400 V 

Output  Power Po 500 W 

Switching frequency f s 20 kHz 

Resistive load Rl 320 Ω 

MOSFET SW SPW47N60C3  650  V,  47 A 

Diode D1 − D2 SD600N/R  600  V,  600 A 

 

 
Table 2. SIMULATION PARAMETERS AT THREE CASES. 

 

Parameters Values 

Size of AWG 15 

Winding factor K 4  5 

Turns ratio N1  : N2  : N3 80:16:48  48:16:32 

DC-resistance Rdc−Y source 

0.0735 Ω 0.0441Ω 

0.0147 Ω 0.0147Ω 

0.0441 Ω 0.0294Ω 

Core type V           MPP C055863A2 
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The ratings of the devices are chosen according to 

the voltage and current stresses across them. Where, 

investigating the impact of varying the voltage gain 

and the winding   factor on the efficiency and junction 

temperature performances. Fur- thermore, measuring 

all the relevant losses as listed in  section While 

having the same switching frequency 20 kHz, rated 

power 500 W, and constant ambient temperature 25 

◦C. Table II summarize the case studies investigated. 

 Case 1: 

Simulation was carried out with voltage gain factor 2 

with different value of shoot-through ratio, using 

winding factors 4 and 5.  The rated power 500 W was 

applied to all the simulations. 

 Case 2: 

Simulation was carried out with voltage gain factor 3 

with different value of shoot-through ratio, using 

winding factors 4 and 5. 

 Case 3: 

Simulation was carried out with voltage gain factor 4 

with different value of shoot-through ratio, using 

winding factors 4 and 5. 

 

V. SIMULATION RESULTS AND DISSCUSION 

PLECS toolbox is used for the Y-source converter 

circuit. All the relevant losses results are calculated 

based on the afore-mentioned equations in the 

simulated model. The simulated parameters are listed 

in Table II. Where, the comparison is between 2 

different winding factors (4, and 5), and 3 different 

voltage gains (2, 3, and 4), the size of the wire is 15 

AWG   and the values of the DC resistance are 

calculated according to 11: 

                       (11) 

   

Where, (Rdc/singlelayer) is the dc resistance per single    

layer, N is the no. of turns, and L is the length of 

single layer. 

 

 

Fig .2.    Representation of the relevant losses for cases I, II, 

and III. 

 
Table 3. THE SIMULATED SHOOT-THROUGH DUTY CYCLE FOR EACH CASE. 

 

Cases Gain 
Winding factor 

Duty cycle D 
K 

Case I 2 4 5 0.125 0.1 

Case II 3 4 5 0.16674 0.133 

Case III 4 4 5 0.18754 0.15 

 
Table 4. THE  SIMULATED  SHOOT-THROUGH  DUTY CYCLE FOR  EACH CASE. 

 

Cases 
Winding  factor 

Total power losses W Efficiency % 
K 

Case I - Gain   2 4 5 6.93 13.19 98.61 97.48 

Case II - Gain   3 4 5 12.6 22.2 97.5 95.8 

Case III - Gain   4 4 5 20.2 29.9 96.1 94.4 
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Fig .2 Junction temperation representation at gain 2 for K= 4 and K= 5. 

 

 
 

Fig .4 Junction temperation representation at gain 2 for K= 4 and K= 5. 

 

 

Fig. 2 presents the difference between the relevant 

losses of the devices (switching, conduction, core and 

winding losses) for each winding factor and voltage 

gain. For the capacitor ESR losses, it can be 

neglected, since it is very small where, the largest is 

0.26 watts at gain 4 and winding factor 5.  For the 

shoot through duty ratios for each case is listed in 

Table III. The simulation results indicate that the 

higher the voltage gain and winding factor, the higher 

the power losses and the junction temperature which 

are listed in Table IV.   For the junction temperature 

variation in the MOSFET for different gains and 

winding factors in steady state, Figures 3, 4 and 5  

that show the behaviour of the junction temperature 

under   different voltage gains and winding factors. 

The highest junction temperature is at voltage gain 

factor of 4 and winding factor of 5 as expected. 
 

 

 

 

 

 

 

 

Fig .5 Junction temperation representation at gain 4 for K= 4 and 

K= 5. 

VI. CONCLUSIONS 

 
This paper investigates the thermal performance and 

the efficiency of semiconductor devices and passive 

elements in the Y-source converter of rated power 

500 W. In sake of designing a reliable converter, the 

thermal performance is extremely important to be 

considered. Measurements of the junction 

temperatures and relevant losses are demonstrated. 

The impact of  different  voltage  gains  and  winding  

factors is performed and studied. The measurements 

of the junction temperature variation shows that there  

is  no  overstress  on the devices during the operation, 

this is due to the unique advantage in the Y-source 

converter of having high voltage gains with very small 

duty ratio. The results of the relevant losses with 

respect to varying the voltage gains and winding 

factor are reasonable. It can be seen from the results 

that while increasing the voltage gains and the 

winding factors, the total power loss increase as well. 

The performance of the Y-source converter is very 

promising. Although having voltage gain factor of 4, 

the performance is efficient and the converter’s 

efficiency is ranging between 94.4 % and 96 % with 

respect  to the winding factor  variation. 
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