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Modern Architectures Convolutional Neural
Networks in Human Activity Recognition

H. Mahmoud

Building Physics and Environmental Research Institute
Housing and Building National Research Center, 
Cairo, Egypt

Email: {hanan252000@yahoo.com}

ABSTRACT

In recent years, many researchers have focused on using convolutional neural 
networks to perform human activity recognition as evidenced by the emergence of a 
number of convolutional neural network architectures such as LeNet-5, AlexNet and 
VGG16 and modern architectures such as ResNet, Inception V3, Inception-ResNet, 
MobileNetV2, NASNet and PNASNet. The main characteristic of a convolutional 
neural network (CNN) is its ability to extract features automatically from input 
images, which facilitates the processes of activity recognition and classification. 
Convolutional networks indeed derive more relevant and complex features with 
every additional layer. In addition, CNNs have achieved perfect classification on 
highly similar activities that were previously extremely difficult to classify. In this 
paper, the researcher evaluated modern convolutional neural networks in terms of 
their human activity recognition accuracy, and she compared the results with the 
state-of-the-art methods. In this research, the researcher used two public data sets, 
HMDB (Shooting gun, kicking, falling to the floor, and punching) and the Weizman 
dataset (walking, running, jumping, bending, one hand waving, two-hand waving, 
jumping in place, jumping jack, and skipping). The experimental results indicated that 
the CNN with NASNet architecture achieves the best performance of the six CNN 
architectures on both human activity data sets (HMDB and Weizman).

I. INTRODUCTION

The use of deep learning methods in human activity recognition has become the 
focus of many researchers. The strength of deep learning lies in its ability to extract 
features automatically in a task-dependent manner. It avoids reliance on heuristic 
handcrafted features and scales better, making it suitable for more complex behavior 
recognition tasks. Furthermore, the convolution neural network is sufficiently fast 
to online human activity recognition. A large number of deep learning techniques 
have been developed and successfully applied to recognition tasks. Szegedy from 
Google, Inc. proposed the Inception architecture for image classification [1]. He 
and Zhang from Microsoft introduced residual units in residual networks [2], and 
Szegedy and Ioffe combined residual connections with the Inception architecture 
to create the Inception V4 or Inception- ResNet architecture [3]. Subsequently, Zoph 
and Vasudevan from Google introduced the idea of building the architecture on a 
small data set and then transferring the result block to another, larger data set. 
They applied this idea to introduce NASNet [4]. Liu and Zoph used the idea behind 
NASNet and modified it to create the progressive PNASNet [5]. Finally, Sandler and 
Howard used the idea of deep convolution layers to build MobileNet, which can be 
used to make smaller models more efficient [6]. 
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Many researchers have applied deep learning in human activity recognition based 
on its ability to extract features automatically in a task-dependent manner. Plotz, 
Hammerla, and Olivier discussed the utilization of a few feature learning methods, 
including deep learning in activity recognition systems [7]. Zeng et al. demonstrated 
an algorithm for human activity recognition using mobile sensors [8]. Yosins and 
Jeffclune demonstrated a method to quantify feature transferability from each 
layer of a neural network. They showed that transferability is negatively affected 
by two issues: optimization difficulties, which is caused by splitting networks in 
the middle of fragilely co-adapted layers and the specialization of higher layer 
features to the original task at the expense of performance on the target task [9]. 
Yang and Nguyen proposed a method to build a new deep architecture for CNNs to 
investigate multichannel time series data. The advantages of this method are that 
it performs feature extraction in a task-dependent manner and that the extracted 
features have discriminating power with respect to the classes of human activities 
[10]. Zeng and Menshoel proposed a CNN-based feature extraction approach that 
extracts scale-invariant and locally dependent characteristics from an acceleration 
time series. The CNN-based approach outperformed the previous state-of-the-art 
approaches [11]. 

Most human activity recognition techniques using CNNs are sensor-based techniques 
that require wearable sensors to be attached to the limbs and torso of a person. 
However, this solution is impractical for human activity recognition. Instead, the only 
useful way of recognizing human activity in public places is through surveillance 
videos. Sensor-based methods can be used for older people in homes to discover 
cases of faintness or falling but cannot be used in public places. Thus, the only 
available approach is to analyze surveillance videos.

There is a problem when comparing different approaches of human activity 
recognition because of differences in the data pre-processing operations, data sets, 
segmentation techniques and classification models. The contribution of this paper 
is that it studied the effectiveness of using CNNs for human activity recognition 
and found these techniques to be dependent on the quality of the images used in 
terms of individual or group activity. This study enables the researcher to evaluate 
and compare the different CNN architectures used for human activity recognition. 
She applies her framework to conduct comparative studies on two public data sets: 
HMDB and Weizman. The remainder of this paper is organized as follows: Section 
1 provides an introduction. Section 2 describes the various methods. Section 3 
presents the experimental results, and Section 4 concludes the paper.

II. CONVOLUTIONAL NEURAL NETWORKS

In 2012, the convolutional neural network architecture called AlexNet proved 
successful at a large variety of computer vision tasks such as object detection 
[12], segmentation [13], video classification [14], human pose estimation [15], object 
tracking [16] and super resolution [17]. These successes encouraged researchers 
to find even better-performing convolutional neural networks. In 2014, researchers 
utilized deeper and wider networks to improve the quality by building VGG [18] and 
GoogLeNet [19], which achieved high performance in the ILSVRC-2014 classification 
challenge. However, they found that executing classical convolutional neural 
networks such as AlexNet, VGG and GoogleNet requires numerous calculations; for 
example, AlexNet used 60 million parameters, VGG used 20 million parameters and 
GoogleNet employed 5 million parameters. Consequently, in recent years, researchers 
have focused on finding new CNN architectures to reduce the computational cost. 
Many new architectures have appeared, such as ResNet, Inception, Inception- 
ResNet, MobileNet, NASNet and PNASNet.
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A)  InceptIon

The main objectives when building optimal convolutional neural networks is to obtain 
high performance with low computational overhead. The inception architecture 
[1] has proven to be highly tunable because the researcher was able to change 
the number of filters in the various layers to optimize the training speed without 
affecting the quality of the trained network. However, the layer sizes must be 
tuned carefully to balance the computational burden of the various models and 
their sub-networks. One of the main advantages of the inception architecture is 
that it allows the number of units to increase at each stage without introducing 
an uncontrolled computational complexity. Additionally, the researcher can avoid 
computational difficulties by determining the width of each stage and choosing the 
appropriate number of stages to limit the use of computational resources. Another 
benefit of the inception architecture is that it intuitively aligns with the idea that 
visual information should be processed at various scales and then aggregated so 
that the next stage can abstract features from the different scales simultaneously. 

The network includes different modules such as a naive module and a module to 
perform dimension reduction; these modules are stacked upon each other with a 
stride of 2 max pooling layers that halve the resolution of the grid. During training, 
to maintain efficient use of memory, inception modules are used only for the higher 
layers, while the lower layers are treated in a traditional convolutional fashion. 
It is preferable to use an incorporation module with dimension reduction over a 
naive module because the naive version suffers from one large problem: its 5 x 5 
convolutions can be expensive on top of a convolutional layer with a large number 
of filters even when the number is fairly modest.
           

Fig. 1. Inception module Naive version and dimension reductions version
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B) InceptIon V3 

Inception V3 was introduced in 2015. It uses the inception block introduced in 
GoogleNet. ImageNet reduced the top-5 error rate (The Top-5 error is the portion 
of test images for which the correct label is not among the five labels the model 
considers most likely) to 5.6% (for a single model) and to 3.6% (for an ensemble 
model). It uses Normalization, Image distortions as open issues and RMS prop 
for gradient descent. It has 25 million parameters and is trained on 8 GPUs for 2 
weeks. Its deep architecture consists of inception blocks. All the operations inside 
the inception blocks use a stride of 1 and sufficient padding to output the same 
spatial dimensions (W x H) as the feature map. Four different feature maps are 
concatenated on depth at the end. Inside the inception blocks, the researcher used 
a number of filters such as 5x5, 3x3, 1x1 for the convolution and pooling layers, and 
she added the input to the output using a single 1x1 convolution. Using different 
filter dimensions allows her to capitalize on all the features at the same time. Figure 
1 shows the Inception Module Naive version.
                                

Fig. 2 Residual block

c) Resnet 

Researchers designed ResNet [2] to solve the problem that as network depth 
increases, the accuracy first becomes saturated and then degrades rapidly. A 
ResNet block is either 2 layers deep (which is used in small networks such as ResNet 
18 and 34) or 3 layers deep (used in larger networks such as ResNet 50, 101 and 
152). Figure 2 shows a residual block. The ResNet network converges faster than its 
plain counterpart. ResNet 34 achieved a top-5 validation error rate of 5.71% which 
was better than BN-Inception and VGG. Res Net-152 achieved a top-5 validation 
error rate of 4.49%. An ensemble of 6 models with different depths achieved a 
top-5 validation score of 3.57%. ResNet 152 includes 152 layers. Figure 3 shows 
ResNet152 architecture, a few 7x7 convolutional layers and the rest are 3x3, batch 
normalization, max and average pooling layers. In total, this model has 60 million 
parameters and requires training on 8 GPUs for 2-3 weeks. The output channels 
are created by adding a small delta F(x) to the original input channels x, and F(x) is 
represented as a weight layer followed by ReLU activation and one weight layer. In 
this way, thousands of layers can be stacked, and the gradients do not vanish. Table 
I shows the Top-5 error rate for different ResNet architectures.
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            TABLE I: Top5 error for different ResNet architectures           
            

Fig. 3. ResNet152

Fig. 4. Inception-ResNet architecture
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D) InceptIon-Resnet  

This architecture is the result of combining the inception architecture with residual 
connections [3]. By empirical evidence, the researchers found that training with 
residual connections accelerates the training of an inception network. Several 
versions of residual inceptions exist, but when the number of filters exceeded 1,000, 
instabilities appeared in residual variants, the network died early in the training, 
and after a few tens of thousands of iterations, the last layer before the average 
pooling started producing only zeros. Reducing the learning rate or adding extra 
batch normalization did not solve these problems. Scaling the residuals by factors 
between 0.1 and 0.3 before adding them to the accumulated layer activations 
seemed to stabilize the training. Figure 4 shows the Inception-ResNet architecture.

e) MoBIlenetV2 

The architecture of MobileNetV2 [6] contains an initial fully convoluted layer with 
32 filters followed by 19 residual bottleneck layers, as described in Table II. ReLU6 is 
adopted as the activation function, and a 3 x 3 kernel size is utilized as is standard 
in modern networks. Dropout and batch normalization are also used during training. 
The networks have a constant expansion rate except for the first layer. When the 
expansion rates are between 5 and 10, the performance curves are nearly identical. 
Larger networks achieve slightly better performance with a larger expansion rate 
but smaller networks perform better with slightly smaller expansion rates [6]. In 
MobileNetV2, the convolution is split into two layers. The first is called a depthwise 
convolution, and the second is called a pointwise convolution. The depthwise 
convolution applies a single convolutional filter per input channel to perform 
lightweight filtering. The pointwise convolution computes a linear combination of 
the input channels to buildnew features. Figure 5 shows MobileNetV2 architectures.

TABLE II
MobileNetV2: Each row describes a sequence of 1 or more identical layers, repeated n times. 
In the same sequence, all layers have the same number of output channels c. All layers use 
a stride of 1 except the first layer, which has a stride of s. The expansion factor t is always 
applied to the input size. All the spatial convolutions use 3 x 3 kernels. (this cannot be a title 

for the table; just use heading and keep the explanation to the body of
 the research)
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Fig 5. MobileNetV2 architectures

F) nAsnet 

NASNet [4] development began when Google AI introduced the AutoML project to 
automate the design of machine learning models. They found that AutoML can design 
small neural networks that perform at levels equal to those of neural networks 
designed by human experts. These small neural networks have achieved strong 
performances on small academic data sets such as CIFAR-10 (Data set consists of 
60000 (32 x 32) colour images in 10 categories with 6000 images per category) and 
Penn Treebank. The designers also tried to apply the AutoML method to larger data 
sets such as ImageNet image classification and COCO object detection, which are 
two of the largest data sets for computer vision. However, the designers found that 
if naively applying AutoML directly to ImageNet required many months of training; 
therefore, they redesigned the search space so that AutoML can find the best layer 
and then repeat it many times to create a final network. 

The designers performed architectural searches on CIFAR10 and transferred the 
best architecture to ImageNet image classification and COCO object detection. Using 
this approach, AutoML can find the layers that not only work best on small data 
sets such as CIFAR10, but also work well on large data sets such as ImageNet image 
classification and COCO object detection. 

These two layers were combined to form the NASNet architecture. In NASNet although 
the general structure is predefined as a series of normal cells (convolutional cells 
that return a feature map of the same dimension) and reduction cells (convolutional 
cells that return a feature map where the height and width of the feature map 
are reduced by a factor of two), blocks are not defined Or cells previously by the 
authors instead, they are searched by the reinforcement learning search method. 

NASNet achieved a prediction accuracy of 82.7% [4] on the validation set, and it 
performed 1.2% better than all previous models, including Inception V2, V3, Xception, 
Inception V4, Inception-ResNet V2 and PollyNet. NASNet can be resized to produce 
a group of models that achieve good accuracy at a low computational cost. Figures 
6 and 7 show a schematic of the best performing reduction cell in NASNet with 4,5 
blocks identified using CiFAR-10.
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Fig. 6. Reduction cell of the NASNet architecture, 4 blocks, with CIFAR-10 identification

Fig. 7. Reduction cell of the NASNet architecture, 
5 blocks, with CIFAR-10 identification

Fig. 8. Cell structure of the progressive 
neural architecture, with 5 blocks

G) pRoGRessIVe neuRAl ARchItectuRe seARch (pnAs) 

PNAS [5] has achieved state-of-the-art classification accuracies on ImageNet and 
CIFAR-10. PNAS has several advantages over other techniques; for example, it can 
be trained faster due to its simple structures, allowing the researcher to factorize 
the search space into a collection of smaller search spaces and to potentially 
create models with many more blocks. PNAS is 5 times more efficient than is the 
reinforcement learning (RL) method [20] in terms of the number of models evaluated, 
and it is 8 times faster in terms of total computation. PNAS is a surrogate-based 



Journal of Advances in Computing and Engineering (ACE)                               Volume 2, Issue 1, June 2022 - ISSN 2735-5985 

       9          

http://dx.doi.org/10.21622/ACE.2022.02.1.001

http://apc.aast.edu

search method. Surrogate-based optimization is a method that depends on learning 
a surrogate function that expresses a relationship between sampled models and 
validation errors. PNAS achieved high performance on the CIFAR-10 data set. It 
performs a progressive scan of the neural architecture search space. The validation 
errors are collected by training the selected architectures for several epochs; 
then, the top performing architectures are chosen at each step of the algorithm. 
These errors are used to train the surrogate function that predicts the validation 
error of subsequent architectures. The surrogate function reduces the number of 
architectures that actually need to be trained, thus allowing an efficient exploration 
of the search space. To achieve the best results requires 100 GPUS working for 2 
days. PNAS is more efficient than either NAS or previous methods, which depend 
on up to 800 GPUs working for a month. Figure 8 shows the cell structure of PNAS.

III. EXPERIMENTAL RESULTS

In this section, the researcher presents and evaluates 286 videos from two data 
sets: HMDB [21] and Weizman [22]. The eighty-six videos from the Weizman data set 
include nine activities (bending, jumping jacks, jumping, jumping in place, running, 
skipping, walking, waving one hand and waving two hands), and the 200 videos 
from the HMDB data set include four activities (falling to the floor, punching, kicking 
and shooting a gun). The researcher divided the data set into two parts: 50% for 
training and 50% for testing where it is optimized. She evaluated the performance 
of six CNN network architectures, namely, ResNet, Inception V3, Inception-ResNet, 
MobileNetV2, NASNet and PNASNet for recognizing human activities. 

For the CNNs, the ResNet block is either 2 layers deep (used in small networks such 
as ResNet 18 and 34) or 3 layers deep (used in larger networks such as ResNet 50, 
101 and 152). She used a 3-layer deep architecture in ResNet152 and noticed that 
ResNet converges faster than its plain counterpart. For the Inception architectures, 
the researcher used Inception V3 and We also tested Inception-ResNet V2, which 
achieved slightly better results, and MobileNetV2. The main difference between 
the MobileNet architecture and a traditional CNN is that instead of a single 3×3 
convolutional layer, followed by batch normalization and ReLU, MobileNets splits the 
convolution into two 3x3 depth-wise and point-wise convolutional layers. 
In addition, the researcher also tried large NASNet and PNASNet architectures to 
choose the best combination of layers and connections that reach higher accuracy 
on human activity recognition tasks and where it is not guaranteed that a network 
that works well on one problem can work well on another. Because significant 
changes may be required to achieve accurate results, the researcher needed to 
select parameters such as the learning rate and initialization values carefully to 
avoid overfitting problems. Figure 9 shows the CNN model using a Tensor Flow 
diagram.

Fig. 9. Overview of the CNN model with Tensor Flow
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A) DAtA sets DescRIptIon

This section includes a complete description of each data set used. The researcher 
conducted her experiments on two data sets: HMDB [21] and Weizman [22]. The HMDB 
data set was collected from various sources, mostly movies, but a small proportion 
comes from public databases such as the Prelinger Archive, YouTube and Google 
videos. The HMDB data set contains 6,849 clips divided into 51 action categories, 
each containing a minimum of 101 clips. These data set include suspicious behaviours 
such as falling to the floor, punching, kicking and shooting a gun because the goal 
of this work was to recognize suspicious behaviors to prevent crimes before they 
happen. The Weizman data set includes 10 types of activities (walking, running, 
jumping, galloping sideways, bending, one hand waving, two-hand waving, jumping 
in place, jumping jacks and skipping). Each action is performed by nine actors. In 
total, the researchers selected 86 video sequences, each with a spatial resolution 
of 180 × 144 pixels and a frame rate of 50 frames per second.

B) hARDwARe AnD soFtwARe setup

To perform deep learning training on training data with more than 10,000 larger 
images, GPU training techniques must be applied; when the equivalent training is 
performed on a CPU with the same data, it would take weeks to complete the training. 
Therefore, the researcher tried to perform training using a suitable GPU to achieve 
good, fast training. The NVIDIA GeForce GTX 1060 GPU (6 GB version) includes 1,280 
Cuda cores, 6 GB of RAM and a memory bandwidth of 192 GB/sec, allowing training 
to be performed using 100 images per batch without introducing memory failures. 
An Intel i5-8400 CPU was used to control the entire process. The researcher used 
the newest Ubuntu operating system (18.04) with Python because the latter has 
good support for matrix libraries. She used the newest CUDA toolkit (9.2) to control 
the GPU-accelerated processing on our GPU. Finally, to implement the deep learning 
models, she used TensorFlow-GPU 1.8. TensorFlow is the brainchild of Google and 
intended to assist all deep learning researchers and engineers in implementing deep 
learning models. Additionally, TensorFlow comes with a toolkit called Tensor Board. 
The researcher used this tool during training to create real-time charts showing the 
number of steps, the training error, and the validation error, making it easier to know 
where overfitting may happen during the training process and to make comparisons 
between the various DL models. Using TensorFlow code for all the deep learning 
models, the training and validation data sets, and the configuration file for the 
training process makes it easier for researchers to make any required modifications 
in the models during the entire deep learning process. Figure 10 shows the hardware 
and software setup used for these experiments.

Fig. 10. Hardware and software setup
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c) Results

In the first group of experiments, the researcher trained the models using multiple 
images of different human activities. For the CNN Inception architecture, she trained 
using 299 x 299 -pixel images and achieved a recognition accuracy of 86.36% on 
the HMDB data set and 89.9% on the Weizman data set. Additionally, she trained 
the CNN ResNet architecture using 299 x 299 -pixel images and used 224 x 224-pixel 
images for the CNN MobileNetV2 architecture, 331 x 331-pixel images for the NASNet 
architecture and 331 x 331 –pixel images for the PNASNet architecture. The training 
was performed over 30,000 steps, with 100 images per step. She found that by 
adjusting the input image scale, she was able to achieve smaller computational 
budgets and state-of-the-art performances. The best performance of the six 
CNN architectures for human activity recognition was achieved by the NASNet 
architecture, which was best on both the HMDB data set and Weizman data set. 

The performance of PNASNet ranked second after the NASNet performance on the 
HMDB data set, but MobileNetV2 ranked second on the Weizman data set. Tables III 
and VI show recognition rate comparison with different approaches. The difference 
in performance between Weizman and HMDB data sets is due to the differences 
between the two data sets. The Weizman data set videos typically include only 
one person performing one activity in front of a static background, but the HMDB 
data set contains videos of group activities with variable backgrounds, which cause 
some occlusions. When objects are occluded by people or things, some missing 
measurements occur.

Therefore, the researcher preprocessed the images using a Kalman filter to counteract 
the missing measurements, which led to increases in recognition accuracy. Tables 
IV and V show the accuracy scores for human activity recognition in percentages 
by class. The highest accuracy percentages are defined by red rectangles.

TABLE III
COMPARISON OF CNN WITH DIFFERENT ARCHITECTURES WITH STATE- OF-THE-ART METHODS 

FOR WEIZMAN DATA SET
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TABLE IV
ACTION RECOGNITION ACCURACIES (IN PERCENTAGES) BY CLASS ON THE WEIZMAN 

DATA SET 

TABLE V
ACTION RECOGNITION ACCURACIES (IN PERCENTAGES) BY CLASS ON THE HMDB DATA SET

TABLE VI
COMPARISON OF CNN WITH DIFFERENT ARCHITECTURES WITH STATE-OF THE-ART-

METHODS FOR HMDB DATA SET 
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IV. CONCLUSION

In this paper, the researcher presented a comparison between human activity 
recognition accuracy using convolutional neural networks of different architectures 
(ResNet, Inception V3, Inception- ResNet, MobileNetV2, NASNet, and PNASNet). She 
employed two data sets: the HMDB data set contains examples of group activities, 
and the Weizman data set contains examples of individual activities. The experimental 
results indicated that the CNN with the NASNet (Network architecture search) 
architecture achieves the best performance of the six CNN architectures on both 
the human activity data sets (HMDB and Weizman) where NasNet is certainly a more 
advanced technology for searching compact and efficient networks. In addition, 
she compared the results achieved with few of the state of the art methods.
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ABSTRACT

Energy consumption prediction application is one of the most important fields 
that is artificially controlled with Artificial Intelligence technologies to maintain 
accuracy for electricity market costs reduction. This work presents a way to build 
and apply a model to each costumer in residential buildings. This model is built by 
using Long Short Term Memory (LSTM) networks to address a demonstration of 
time-series prediction problem and Deep Learning to take into consideration the 
historical consumption of customers and hourly load profiles in order to predict 
future consumption. Using this model, the most probable sequence of a certain 
industrial customer’s consumption levels for a coming day is predicted. In the case 
of residential customers, determining the particular period of the prediction in terms 
of either a year or a month would be helpful and more accurate due to changes in 
consumption according to the changes in temperature and weather conditions in 
general. Both of them are used together in this research work to make a wide or 
narrow prediction window. 

A test data set for a set of customers is used. Consumption readings for any 
customer in the test data set applying LSTM model are varying between minimum 
and maximum values of active power consumption. These values are always 
alternating during the day according to customer consumption behavior. This 
consumption variation leads to leveling all readings to be determined in a finite set 
and deterministic values. These levels could be then used in building the prediction 
model. Levels of consumption’s are modeling states in the transition matrix. Twenty-
five readings are recorded per day on each hour and cover leap years extra ones. 
Emission matrix is built using twenty five values numbered from one to twenty 
five and represent the observations. Calculating probabilities of being in each level 
(node) is also covered. Logistic Regression Algorithm is used to determine the most 
probable nodes for the next 25 hours in case of residential or industrial customers.

Index Terms—Smart Grids, Load Forecasting, Consumption Prediction, Long Short Term 
Memory (LSTM), Logistic Regression Algorithm, Load Profile, Electrical Consumption.
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I. INTRODUCTION

SMART grids, which are robust and efficient power grids, are going to become the 
grids of the future. Smart grids, basically, consist of a two-way flow of electricity 
and information as the U.S. Department of Energy (DOE) suggests. This is used to 
monitor customer electrical consumption behavior on the grid [1]. At the same time, 
Advanced Metering Infrastructure (AMI) is collecting real time data during the day 
as consumption information is considered as an important and essential data logger 
resource. Millions of smart meters are assembled worldwide in Smart Grids. Electrical 
industry is deregulated globally due to the increase in demand consumption [2]. 

Detailed daily customer consumption individual data is obtained by AMI in order to 
achieve a better figure about customer behaviors. It is worthwhile to note here that 
customers’ consumption behavior patterns are completely different even if they 
are from the same category (residential, commercial, industrial, etc.) [3]. Work in 
this paper depends on data provided by a Spain company coordinated with Oviedo 
university in Spain. This data set is for the hourly consumption profile (Active and 
reactive power) of more than 3,000,000 clients in a period of three years as shown 
in figure 1.

In this work, extracting customer consumption patterns from his load profiling 
is done by using a Hidden Markov Model to predict future consumption for that 
customer. 

Fig. 1. Electrical company data structure model
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However, customer consumption prediction is useful for determining the future 
electrical needs for city, governorate and country now and in the coming years [1]. 
This information about what is predicted for the future is translated directly into 
profits and gradually affect companies marketing strategies [4]. Such systems are 
improving the overall efficiency of the electricity network and a better consumption 
behavior is achieved. This informative system leads to a good understanding 
for organizations to accurately target customer behavior modifications and act 
accordingly [2], [4]. Different customer behaviors are useful for electrical companies 
to offer some incentives to change household electrical behavior to a much proper 
way [2]. Electrical Demand Market now is ready for expectations released from 
customer consumption prediction to lead a successful energy utilization [5]. In 
this paper, Hidden Markov Model (HMM) is used to model customer historical 
data for the average of 300 days consequently recorded. Then Logistic Regression 
Algorithm is applied to determine the most probable consumption levels sequence 
during the day. The same process is applied to customers-base of different users to 
apply the idea and verify that it is a valid prediction model.

A. systeM Block DIAGRAM

Household consumer Demand Response (DR) term concerns with three types of 
processes applied to customer’s energy consumption. These types are categorize, 
predict and modify customer’s energy consumption. It is an important tool for 
improving a utility’s economic and energy efficiency, reducing emissions, and 
integrating renewable devices [2].

Paper [2] presents a shape-based approach and is mainly based on Dynamic 
Time Warping DTW. Hidden patterns of regular consumer behavior are observed 
and reflected by an optimal alignment between energy consumption patterns 
using DTW. Under DTW distance, two valuable benefits were achieved. Firstly, 
50% reduction in the number of representative groups of electrical household 
consumers. Secondly, measured prediction accuracy is improved. Extendedly, de- 
termining which device is used in any particular hour from consumption curve 
analysis. Used devices and their fundamental structures are the main base to make 
classification for household customers’ consumptions. DTW method is comparing 
and classifying household load curves. DTW, K- means and Gaussian based E&M 
algorithms are mentioned in this paper as different clustering algorithms. Three 
topics are discussed in [2]. First, clustering with DTW. 

Fig. 2. Modified generalized block diagram [1]
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Second, applying Markov Model based method to predict one day ahead under a 
shape-based measure. Finally, a new method is introduced to estimate used devices 
in household consumptions. Most forecasting techniques model a relationship 
between aggregated load demand and driver variables such as calendar effect, 
weather effect and lagged load demand (e.g. demand at previous hours or at the 
same hours of previous days). [3] Presents the definition of the clustering as “the 
data mining technique where similar data are placed into related or homogeneous 
groups without advanced knowledge of the groups’ definitions”.

Unlabeled data set of objects are distributed among groups according to the 
maximum similarity that has to be in the same group. Exploratory data analysis 
process is using clustering to form data into similar groups for summary generation 
as a preprocessing step. Time-series data analysis is used to do many tasks in 
many fields for different purposes like: subsequence matching, anomaly detection, 
motif discovery, indexing, clustering, classification, visualization, segmentation, 
identifying patterns, trend analysis, summarization, and forecasting. Time-series 
clustering is a special type of clustering which is working on continuous, real-
valued items and is dynamic because values and observations are changed as a 
function of time and are considered as temporal data which is huge in size and 
highly dimensioned in structure. Time-series clustering is a challenging problem 
because of:
• data normally is larger than memory size and is stored in disks which leads to 

decrease in the speed of the clustering process.
• data are often high dimensional which makes handling these data difficult for 

many clustering algorithms.
• the similarity measures that are used to make the clusters depend on “whole 

sequence matching” where whole lengths of time-series are considered 
during distance calculation which is complicated, because time-series data 
are naturally noisy and include outliers and shifts which makes similarity 
measure select is a challenge in itself.

[4] used a big data approach to make load forecasting. The multiple linear regression 
model is introduced to find the optimal number of lagged hourly temperature and 
moving average temperature needed in a regression model that gives the best mean 
DTWE across 150 households in validation set. [5] presents Semi-parametric 
additive model to make day ahead (short term) and year ahead (middle term) load 
forecasting from data collected every ten minutes by ERDF at 2260 substations 
located at the frontier between the high voltage grid and the distribution network in 
France. In [6], Support Vector Machine (SVM) algorithm is used on load forecasting.

B. MoDelInG AnD MethoDoloGy

Time-series modeling scheme is better than Temperature that should not be 
considered in during the period in which the temperature does not vary much. In 
[7], Artificial Neural Network (ANN) hourly short-term electric load forecasting 
system is used as shown in I-A. It is known as ANNSTLF (Artificial Neural 
Network Short Term Load Forecaster) and is the most widely used ANN-based 
load forecaster in the USA and, possibly, the world. ANNSTLF can model the effect 
of two major weather variables on the load, temperature, and relative humidity. 
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The ANNSTLF package also includes an ANN hourly temperature forecaster and 
an hourly relative humidity forecaster. In [1], Time series electrical consumption 
forecasting models have strong contribution in optimization and planning fields 
in both buildings and compounds. Machine learning and statistical algorithms are 
used to predict and forecast future consumption based on historical readings and it 
is proven to be accurate and fast way than other methods. Historical data of energy 
consumption is analyzed often with various variables like weather, temperature, 
humidity, consumption season and other environmental conditions. 

Combined methods of machine learning are much effective than using just one 
method. Reducing costs and carbon emissions in efficient buildings are commonly 
discussed topics related to energy, economic and environmental aspects. Energy 
consumption is affected by many factors like weather conditions, occupancy 
schedule, thermal properties of building materials, complex interactions of the 
energy systems like HVAC and lighting, etc. Complex relations between these 
factors are very difficult to simulate or using in simulation programs. Depending 
on data derived from consumption directly is a good scenario to study these effects 
of multi-dimensional problem. Algorithms used for that are depending on history 
readings and past patterns of electrical consumption. Time series algorithms are 
used as machine learning data-driven algorithms which depend on past customer 
electrical consumption. Electrical consumption forecasting is very important 
because it gives very clear boundaries for future consumption of a day, week, month 
and year and how this will affect economically.

Fig. 3. Traditional shallow layer perceptron Artificial Neural Network Model with 8 neurons 
in hidden layer
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In [8], time series forecasting model learned for customer behavior to give building 
managers a full view of usage patterns in spot and by comparing these consummations 
by recorded ones in the same conditions, a good view appears. Time series and 
non time series forecasting models could be used to predict occupancy and other 
operational factors. Forecasting and energy optimization are highly dependant. 
They are fully integrated because of the always need for information to calculate the 
best consummation configuration and future vision from electrical consumption 
predictors. Machine learning algorithms are used here widely to answer questions 
about optimal consumption behavior which takes in consideration patterns of 
consumption and predictions for future consumption too.

Fig. 4. Deep perceptron Artificial Neural Networks with two hidden layers with 14 
neurons in first hidden layer and 8 neurons in second hidden layer
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Fig. 5.    Customer consumption prediction categories and methods with selected 
algorithms
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In [9], There are many factors that highly affect electrical consumption like 
temperature, building construction and thermal properties of material which are 
used in building construction. Due to these complicated factors, prediction of 
household electrical consumption is very difficult.

As I-A shows, there are mainly three modeling categories or methods which are used 
to make customer prediction vision for building consumption. These categories are:

• Engineering methods: use physical rules such that thermal dynamics and 
energy behavior of the electrical consumption in buildings with environmental 
effects information,
 
such as:
– External climate conditions like:
   * Temperature
   *Humidity
   * Solar radiation
   * Wind speed
– Building construction
– Operation
– Utility rate schedule
– Heating, Ventilation and Air-Conditioning (HVAC) equipment.

• Statistical methods like:
– In [10], statistical regression algorithms such as: 
*Multible layer Regression (MLR) is used and by predicting a day ahead, load 
forecasting is obtained in this model [11] [12]. Regression coefficients were found 
out with the help of method of least square estimation [13] [14]. Load in electrical 
power system is dependent on temperature, due point and seasons   and also load 
has correlation to the previous load consumption (Historical data) [1] [15]. Then, 
the input variables are temperature, due point, load of prior day, hours, and load of 
prior week [16] [17]. To validate the model or check the accuracy of the model mean 
absolute percentage error is used. Using day ahead forecasted data weekly forecast 
is also obtained [11] [18]. Load forecasting mean forecasting average load in KW or 
total load in KWh for periods or blocks of 15 minutes, 30 minutes, 1 hour, day, week, 
month or a year for daily forecast, weekly forecast, monthly forecast or yearly [19] 
[20]. There are many factors which influence the accuracy of load forecasting like 
weather variables, holidays, festivals or events, tariff structures, available historical 
data, time of the year, day of the week and hour of the day. Weather variable 
includes temperature, humidity, rain and wind. Temperature and humidity has a 
considerable effect on power consumption because as the temperature rises people 
turn on air conditioners and if temperature is low air heaters will be turned on, 
which increases electricity demand. If there is a celebration, the electricity demand 
will rise due to lightnings [21] [10].

*Auto regressive, Integrated and Moving Average (ARIMA) is one of the most 
popular including time series analyses. ARIMA method and regression analysis, is 
one of traditional methods that based on mathematical calculations, but ARIMA is 
one of the most recent approaches including Kalman filtering, BoxeJenkins models, 
and state space models [1] [22] [20]. 
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Hybrid model called SVRARIMA that sums up the Support Vector Regression (SVR) 
and ARIMA models are used to have better forecasting performance than individual 
model [23] [24] [25]. All of these methods can achieve electric load forecasting 
but cannot receive the desired prediction accuracy because of their limitations. For 
example, linear regression depends on historical data and cannot solve non-linear 
problems. Autoregressive moving average models give the result taking only into 
account the past and current data points while ignoring other influential elements. 
The grey forecasting model can only effectively solve the problem with exponential 
growth trends [26] [27]. Literature shows that time series analysis techniques are 
neither scalable to higher dimension nor are effective in highly volatile data [28] 
[29] [11]. For this reason time series methods such as regression models, ARIMA 
models, GARCH and hybrid models such as combination of ARIMA and GARCH 
using wavelet transform are not considered for short term forecasting [30] [31]. 

ARIMA processes are well suited to express the stochastic nature of the load 
time series [1] [14]. Modeling of multiple seasonal cycles as well as introducing 
exogenous variables is not a problem in ARIMA [6] [32]. The disadvantage of 
ARIMA models is that they are able to represent only linear relationships between 
variables [33] [34]. The difficulty in using ARIMA is the problem of order selection 
which is considered to be subjective [35] [36]. To simplify the forecasting problem, 
the time series is often decomposed into a trend, seasonal components and an 
irregular component [37] [38]. These components, showing less complexity than 
the original series, are modeled independently [3] [39]. The ARIMA parameters 
were estimated for each forecasting task (i.e. the forecast of system load at time t of 
the day d) using time series fragments immediately preceding the forecasted day 
[40] [41]. Typical days in these fragments were replaced with the days from the 
previous weeks [42] [43]. 

Due to using short time series fragments for parameter estimation (much shorter 
than the annual period) and due to time series decomposition into n series [1] 
[44], it is not required to take into account the annual and daily seasonalities in the 
models [10] [45] [16]. In such case, the number of parameters is much smaller and 
they are easier to be estimated compared to models with triple seasonality [46] [47]. 
This eliminates the daily seasonality and simplifies the forecasting problem [48] 
[49].To estimate parameters of ARIMA the stepwise procedures for traversing the 
model spaces implemented in the forecast environment for statistical computing
[50] [15].The conventional forecasting model like ARIMA works significantly worse 
than the best Neural Networks models [51] [52], ARIMA and ES are optimized on 
the time series fragments directly preceding the forecasted fragment [53] [13]. The 
classical statistical model like ARIMA is the simplest among tested methods. It has 
only one parameter to estimate. Such a model is easy to optimize and has good 
generalization properties. Its learning and optimization procedures are extremely 
fast [54] [12] [55].

*Conditional Demand Analysis (CDA) is a method to model the residential end-
use energy consumption at the national level [56]. There are several studies where 
CDA was used to model energy consumption at the regional level; however the 
CDA method had not been used to model residential energy consumption at the 
national level [9] [10]. The prediction performance and the ability to characterize 
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the residential end-use energy consumption of the CDA model are compared with 
those of a neural network (NN) and an engineering based model developed earlier. 
The comparison of the predictions of the models indicates that CDA is capable of 
accurately predicting the energy consumption in the residential sector as well as the 
other two models. The effects of socio-economic factors are estimated using the NN 
and the CDA models, where possible. Due to the limited number of variables the 
CDA model can accommodate, its capability to evaluate these effects is found to be 
lower than the NN model. [57].

*Hidden Markov Models (HMM) are useful in time series data analysis, however, 
its application in building energy sector is not so much investigated [2]. HMM-
based procedure is used for identification of individual household appliances from 
collective energy consumption data [3]. However, this requires HMM models to be 
trained for individual appliance energy consumption profile [1]. An HMM-based 
modeling scheme is presented in for energy level prediction in wireless sensor 
networks nodes. They consider node energy level as a stochastic variable having 
values within certain fixed range forming hidden state for their HMM model 
whereas nodes energy consumption is treated as observed state [18] [58] [59].

• Artificial intelligence methods like:
– Artificial Neural Networks (ANNs) algorithms such as:

*Back Propagation Neural Network (BPNN) The most common type of 
ANN used in classification of remote sensing imagery is the MLP (multi-layer 
perceptron) networks based on the BP (back-propagation) learning algorithm [1]. 
This type of network is called BPNN (back propagation neural network) [13] [1] 
[22]. Studies on the performance of back propagation networks are still ongoing. 
The back propagation learning algorithm is the best algorithm among the Multi- 
layer perceptron algorithms [34] [56] [15]. The processing speed and classification 
accuracy often depend on the design and implementation of the network. In the 
literature, different researchers introduced different network architectures for 
different applications. Are there any common standards among neural network 
researchers to guide the design and implementation of BPNNs for remote sensing 
image classification? This question is still open [60] [61] [10]. Choosing the number 
of layers and the number of neurons in each layer is essential. The performance of 
the feed-forward BPNNs is affected significantly by the network layout [29] [27] 
[24]. The selection of this layout and its related parameters is referred to as the art of 
network design. Unfortunately, there is no clear answer for the layout of the neural 
network for a particular application; however, there are some general rules which 
have been collected over time and followed by researchers [20] [21] [31].

Recurrent Neural Network (RNN) and Multilayer Perceptron’s (MLPs) 
algorithms are very efficient for time series forcasting processes. Figure I-A shows 
the Neural Network Model used in MLP algorithm used in this study. There are 
many advantages of using such algorithm such as:
• Robust to Noise
• In input data and in the mapping function. Support learning and prediction  
             in the presence of missing values [21].
• Nonlinear
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• Do not make strong assumptions about the mapping function.
• Readily learn linear and nonlinear relationships [10] [62].
• Multivariate Inputs
• Input features can be specified.
• Providing direct support for multivariate forecasting [33] [63].
• Multi-step Forecasts
• Output values can be specified.
• Providing multi-step and multivariate forecasting [12] [51].

c. Results AnD AccuRAcy

In this study, the used model depends on Feed Forward Neural Networks for Time 
Series Forecasting. Firstly, transforming Data for Time Series calculation is done. 
Then sliding window transformation technique is applied too. LSTM algorithm is 
applied here in time series forecasting as follows:

*It is defined as the number of input time steps as three via the input dim     
  argument on the first hidden layer.
*Efficient Adam version of stochastic gradient descent and optimizes the  
  mean squared error (‘MSE’) loss function is used as shown in figures (5) and  
  (6).
* Fitted model can be used to make a prediction 

Implementing these steps using Python, NumPy and Keras for deep learning is 
strait forward and the results are clear in figures: I-C for Results of Naive Time 
Series Predictions with Neural Network and I-C for Results of Window Method for 
Time Series Predictions with Neural Networks respectively. From these different 
runs, it becomes clear that frame of the prediction problem is done Error was not 
significantly reduced in window method compared to that of the previous section 
with Naïve one. The window size and the network architecture were not tuned as 
more runs and modifications should be used to reach tuned output of prediction 
system. In this work, it is utilized to use window size of ten successive days in a row. 
After applying Discrete Cosine Transform DCT to the results of the prediction, 
Validation Error reduced to be 0.9813% for all runs. This step is mandatory 
after using the LSTM to reduce validation error. LSTM model obtained a higher 
performance than the other applied models as shown in Table 1 and due to the small 
sample of different target variables, it is difficult to generalize if DL models may help 
when applied at such levels. The experiments demonstrated that the LSTM model 
had the best performance under each statistical indicator.

– Support Vector Machines (SVMs) are one of the most probability used algorithms 
for datasets with high number of dimensions with small and nonlinear samples. on 
the other hand, these algorithms are not applicable for big datasets and they have a 
little big time complexity of O(N3) [57] [64] [11]. However, combining SVM with 
other AI models may improve forecasting accuracy [33] [65]. There is still a long 
way to go in order to make the methods applicable, and future work should focus 
on reducing the computational costs and memory while maintaining accuracy 
before on-line practical applications [12] [54]. SVM is a very specific technique 
characterized by usage of kernels, absence of local minima, sparseness of the 
solution and capacity control obtained by acting on the margin, or on number of 
support vectors [66]. The capacity of the system is controlled by parameters that do 
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not depend on the dimensionality of the feature space. The non-linear function is 
leaned by linear learning machine which maps inputs into high dimensional kernel
induced feature space [13] [67]. SVM is motivated to find and optimize the 
generalization bounds given for regression [22] [34]. They relied on defining the 
so called epsilon intensive loss function that ignores errors, which are situated 
within the certain distance of the true value [64] [14]. Using two stages forecast 
engine incorporating linear regression; dynamic programming; and support vector 
machine (SVM) [63] [2]. Fixed size least squares support vector machines (LS-
SVM) using an autoregressive exogenous nonlinear autoregressive

Fig. 6. Results of Naive Time Series Predictions with Neural Network
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Fig. 7. Results of Window Method for Time Series Predictions with Neural Networks

exogenous structure, could also be implemented to outperform the linear model 
[68] [1] [56] [15]. Poor computational scalability is one of the disadvantages 
when using SVM’s as like as using other methods such as neural networks and 
other computational intelligence techniques [61] [59] [16] [45]. The state of the 
art experimental results showed that SVM’s methods are considered to be strong 
and have a non-linear learning capabilities for electric load forecasting which are 
combined with the empirical mode decomposition method and auto regression one 
[10] [39] [36]. The neural network easily falls into the local minimum because of 
the restriction on generalization ability and cannot make full use of information 
from selecting sample with a small sample size [28] [69]. 

Compared with a traditional neural network, the support vector machine 
(SVM) can overcome these drawbacks to improve forecasting performance. As 
a kernel based method, SVM employs the learning principle with structural 
risk minimization (SRM) to increase its generalization capability in the training 
process, generating better forecasts [37] [70] [60]. Because of the attractive feature 
and empirical performance, SVM has become one of the most promising and 
popular forecasting methods [11] [19] [40] [47]. Therefore, SVM is used as the 
forecasting method and the parameters of SVM have an important influence on 
the accuracy of prediction [46] [43] [71]. An alternative to solve the problem is 
by using heuristic optimization algorithms for parameter selection that they are 
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prone to be more efficient and robust than a traditional optimization algorithm, 
e.g., grid search algorithm [9] [50] [49] [72]. Therefore, the Cuckoo search (CS) 
algorithm, a heuristic optimization algorithm that has powerful ability to search for 
an optimal solution, is used to determine parameters of SVM [36] [11] [25] [73] 
[58]. In addition, Singular Spectrum Analysis (SSA), a powerful technique in time 
series analysis that was used for electric load forecasting, is employed to remove 
the high frequency components of the noisy load series in order to improve the 
forecasting performance of the SVM model, producing the CS- SSA-SVM model 
[25] [73] [62]. The combination of the data preprocessing-based technique, kernel- 
based method and heuristic optimization algorithm. The performance of the hybrid 
model is validated by forecasting the short-term electric load [24] [23]. 

Integrating merits of individual algorithms to enhance prediction accuracy and 
based on the signal reprocessing technique, the hybrid methods can robustly 
map input space into feature space to tackle the complex nonlinear problems [58] 
[21] [74]. The powerful signal processing technique is applied to decomposition   
and   reconstruction of the original electric load data; the analysis process from 
embedding to diagonal averaging performs identification and extraction of different 
characteristics to alleviate negative effects from the noisy signal [31] [20] [53]. The 
powerful global search capacity of the CS algorithm is employed to serve for optimal 
intelligent selection of model parameters, overcoming limitations of artificially 
selected parameters [35] [29] [75]. Apply the hybrid model to the constructed 
electric load series to show its superiority compared with other benchmark models 
[44] [41] [6].

– Decision Tree (DT) have been used literally to build energy prediction system 
and to provide reliable promising prediction results during the past two decades [10] 
[72]. However, one of the major disadvantages of single prediction approach is the 
instability issue within each learning algorithm [10] [19]. Learning algorithms such 
as ANN and decision tree are unstable learners which may introduce significant 
variation in the output value due to some small changes made in the input data [64] 
[11]. This instability issue could impede these algorithms from implementation in 
real-time, on-the-field applications as some energy efficiency measurements rely 
on the reliability of the prediction [12] [76], for example, an unstable learner may 
lead to high false alarm ratio for building system fault detection. To overcome the 
limitation of instability as well as to improve the prediction accuracy, the concept 
of ensemble learning has been recently introduced by researchers to solve both 
classification and regression problems [13] [67]. 

To improve prediction accuracy and by using data obtained from meteorological 
systems and building-level occupancy and meters, the prediction performance of 
conventional decision tree method is improved i.e., Classification and Regression 
Tree (CART) by introducing bagging technique [64] [14] [34]. However, it should 
be noted that the feature importance results may not accurately interpret the 
relationship between each input feature and the output variable [77] [66]. Some 
of the input variables used generally, are highly correlated with each other, for 
example, the outdoor temperature and solar radiation variable. The decision tree 
may only use one of them for tree growing and put away the rest because correlated 
variables share the same impurity [56] [15] [60]. the feature importance of the used 
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variable will be high while those of the unused variables will decrease significantly. 
For example, the feature importance of outdoor temperature is 2.0 in module [47] 
[42] [78], while its correlated variable solar radiation only has feature importance of 
0.5 [48] [16]. The low value of feature importance should not be taken as evidence 
that the variable is not strongly related to the output variable [45] [23] [21].
 
– Genetic Algorithm (GA) it is used to combine the prediction of each base 
model and output the final results as the prediction of the ensemble model
[10] [11] [12]. Literature preliminary results showed that the proposed ensemble 
model provided higher prediction accuracy than the typical single model [54] 
[53] [14]. Recently, gene expression programming (GEP) was proposed as a new 
function model mining algorithm. Compared with traditional genetic algorithms 
(GA) and Genetic Programming (GP), GEP has advantages in terms of convergence 
speed and ability to solve complex problems [1] [22]. At present, research on GEP 
focused on symbolic regression, function finding, combinatorial optimization 
and prediction. In symbolic regression and function mining, an improved GEP 
algorithm named SGEP is proposed, which is especially suitable for dealing with 
symbolic regression problems [34] [79]. On the other hand, hybrid models for load 
forecasting algorithm included combination of genetic algorithm and ant colony 
optimization for feature selection and multi-layer perceptron for hourly load 
prediction are commonly used [79] [7].

• Knowledge-Based Systems Knowledge-based filtering is emerging as 
an important field which uses knowledge about users and products to pursue a 
knowledge-based approach to generating recommendations, reasoning about what 
products meet the user’s requirements [11] [67] [14]. Gradual incorporation of 
different types of information (e.g., explicit ratings, social relations, user contents, 
locations, use trends, knowledge-based information) has forced forecasting system 
to use hybrid approaches. Once the memory-based, social and location-aware 
methods and algorithms are consolidated, the evolution of system demonstrates 
a clear trend toward combining existing collaborative methods [1] [34] [77]. The 
major reason behind using commercialized knowledge-based systems (KBS), is the 
lack of a strict validation step in their life cycle. There is a widespread agreement 
that KBS cannot be designed in a linear fashion. This is due to the typical problems 
they have to resolve; these will require them either to adapt traditional techniques 
of software development or to use new techniques relevant to artificial intelligence 
(AI) systems [41] [47] [46]. 

A significant problem in the development of Knowledge-Based Systems (KBS) is its 
verification step. By using Machine Learning techniques to progressively improve 
the quality of expert system Knowledge Bases and by coping with two major KB 
anomalies: incompleteness and incorrectness [9] [72] [78]. In agreement with 
the current tendency, KBs considered in our approach are expressed in different 
formalisms. Results obtained with two different learning algorithms, confirm 
the hypothesis that integrating machine learning techniques in the verification 
step of a Knowledge-Based System life cycle, is a promising approach [48] [48] 
[45]. Knowledge based systems (KBS) or expert systems emulate the human 
expert behavior in a certain knowledge area [10] [3] [32]. They constitute aid 
systems to take decisions in different areas such as educational strategic selection, 
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environmental variables control [74], neonatology fans configuration, agreement in 
judicial process or the attended generation of activity maps of software development 
projects. Knowledge based systems to aid decision taking is a particular knowledge 
based system [6] [31] [19].

Although, hybrid approaches are used by combining multiple methods to enhance 
prediction performance. In [10], for classification in data-driven models, algorithms 
that are usually considered are:
•         K-means Clustering Techniques – Fuzzy K-means Clustering

To improve the accuracy of short-term electric load forecasting for individual 
users, a short-term power load forecasting model based on K-means [3] [69]. 
By analyzing the users’ electricity consumption features, K-means is applied 
to group users into two clusters. [2] [10].

– Fuzzy C-means Clustering
For users with strong correlation at adjacent moments, local similar data 
are filtered out with the help of improved Fuzzy C-Mean clustering (FCM), 
integrating the load value of the adjacent moments into new input features 
[80] [55]. For users with weak correlation at adjacent moments, the local 
similar daily data are utilized as features [60] [40]. Finally, the feather vectors 
are used as input data for BP Neural Network, which is utilized to forecast the 
short-term load [34] [15].

•    Self-organizing map (SOM) Among different neural network classifiers, 
Self Organizing Map (SOM) is one of the most effective methods. SOM has two 
valuable features, namely, pattern recognition and pattern complementarity [1] 
[22] [2]. These two SOM properties are exploited for short-term load classification 
and for forecasting, respectively [70] [41]. SOM is using an iterative active learning 
technique based on self-organizing map (SOM) neural network and support vector 
machine (SVM) classifier [47] [50] [3]. The technique exploits the properties of 
SVM classifier and that of SOM neural network to identify uncertain and diverse 
samples to be included in the training set [6] [36] [29]. It selects uncertain samples 
from low density regions of the feature space by exploiting the topological properties 
of SOM [27] [69] [62]. 

In addition to the extensive use of classification methods for different applications 
in electrical engineering, classification methods particularly have been used for 
load management and load forecasting [21] [81] [67]. Doing forecasting for the 
short-term (the next day) load, while used system focuses only on the method of 
classifying daily electric load and the classification of loads with the same behavior 
for the time period selected (e.g. one week, one month, or one year, or any desired 
time interval from one day to several years) [10]. Although none of the outputs 
of the SOM classifier is directly used for the prediction purpose, the results of the 
SOM network classification process can be used as an effective way for sampling 
the appropriate training patterns for training and forecasting 24-hour active power 
consumption of the nationwide electricity. This can be used in a separate SOM 
network. According to the outcomes of the classifier, every Normal day of a week 
has its specific load consumption curve and holidays have distinguished ones [82] [83].
• Hierarchical clustering Hierarchical time series prediction plays an 
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important role in various applications, such as retail in business, electricity 
supply and environmental protection [11] [67]. In the electricity power supply 
and management, the power supply and consumption is usually organized in a 
hierarchical structure according to administrative divisions [2] [56] [60]. In big data 
applications, hierarchical time series prediction is an important element of decision-
making and concerns the inherent aggregation consistency, which is maintained by 
reconciliation methods [47] [71]. By using hierarchical forecasting approach, the 
k means clustering [55] based multiple alternative clustering strategy is employed 
to cluster the time series with different cluster number k to obtain a large number 
of time series clusters [10] [3] [11]. It brings more chances to build good aggregate 
hierarchies as the input of our hierarchical prediction model. Furthermore, instead 
of dealing with the clusters constraints and the geographical constraints at two 
separate steps, these different aggregation constraints are integrated as a whole for 
optimal prediction reconciliation [18] [75]. Compared with the state-of-the-art 
methods, the one-step ahead forecasts of the proposed method for electricity load 
and solar power data are improved than ordinary multiple stages hierarchy [69] 
[81].

Big amount of data is generated from energy power consummations meters. Many 
algorithms are developed with data- driven approach area and target several types 
of energy applied applications like:

• Load forecasting.
• Prediction.
• Energy pattern profiling.
• Regional energy-consumption mapping.
• Bench-marking for building stocks.
• Global retrofit strategies.
• Guideline making.
• Etc.

Classification methods are developed too in same area of interest like:
• K-mean clustering.
• Self-organizing map.
• Hierarchy clustering.

Both of them (Prediction and Classification) are very important for achieving 
efficient energy consumption building and enhancing performance. Reducing 
consumption and environmental impact is also a clear target for applying these 
strategies. Building prediction and classification models for energy consumption 
with a very high accurate result requires
 
very huge efforts. Instead of that, it is useful to build these models by a moderate 
accuracy. These models have many advantages to be built:

1) Conserve energy based on predicted customer behaviors.
2) Build Demand-Side management (DSM) system according to  
                electrical consummation scenarios.
3) Visualizing predicted and actual energy consumption curves.
4) Implementing a benchmark databases for multilevel consumption.
5) Build a combined model facilitated with designing, running and  
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                editing functions in the new buildings.
6) offering an image of energy footprint of the building under study.
7) introducing a good imagination for related financial aspects.
8) giving an important tool for decision makers such as:

• Policymakers.
• Building owners.
• Investors.
• Operators.
• Engineers.

Dataset of historical energy consumption for a group of customers is used in  
learning stage to train the algorithm. Pattern of consumption is achieved for each 
customer to predict next days consumption and to group similar customers in 
consumption behavior together. Household consumption could be caused from 
many end-uses devices like heating, ventilation and air-conditioning (HVAC) 
system, domestic hot water, lighting, plug-loads, elevators, kitchen equipment, 
ancillary equipment and appliances.

In [11], Load Forecasting is essential in business perspective because, for example, 
it is important for:

• Power systems planning and operations
• Revenue projection
• Rate design
• Energy trading
• Design evaluation [15]
• Operation strategies [15]
• Enhancing demand and supply management [15]

These fields are always discussed in many sectors of various companies like:
• Electric utilities
• Regulatory commissions
• Industrial and big commercial companies
• Banks
• Trading firms
• Insurance companies

In [15], reducing CO2 emissions, global warming, environmental pollution and 
energy consumption which are mainly generated from fossil fuel are very hot topics 
nowadays to save environment and resources. A big percentage of total energy 
consumption and total CO2 emissions is from buildings. Energy consumption 
prediction is very important to achieve the international standards for CO2 
emissions levels.
 
D. FIelD tRenDs AnD woRk coMpARIsons

By reviewing the work in the field for the last twenty years, it could be concluded that 
there are two main types of household customer electrical consumption prediction.

• Resolution: which is the time step of the electrical data.
• Forecast Horizon: which is the window size of the predicted future (day, week, and etc.)
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Resolution and Forecast Horizon, for example could be hourly time step data 
predicting a horizon of 24 hours in advance. Forecast horizon can be classified as 
long term (greater than three years), medium (two weeks to three years), and short- 
term (less than two weeks) shown in [84] and illustrated in Figure 8.

Table 1: shows the Validation Error obtained by the LSTM with DCT, compared 
other benchmark methods when predicting the test set. It can be seen that the 
proposed LSTM using the Discrete Cosine Transform DCT significantly improves 
the validation error obtained by the other prediction models.

Table 1
Validation Error Obtained by The Proposed LSTM Compared with Other Methods 

[85]

II. conclusIon

This paper presented five methods to forecast the energy consumption in a 
residential building over different time horizons with different time resolutions. 
Notably, it proposed the use of Deep Learning, more exactly Conditional Restricted 
Boltzmann Machines and Factored Conditional Restricted Boltzmann Machines 
for the prediction of energy consumption. The analysis performed showed that 
FCRBM is a powerful method which outperformed the state-of-the- art prediction 
methods such as HMM, ANNs, SVMs, RNNs
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Fig. 8. Compositional breakdown of the forecast horizons [84]

and CRBMs. It is worth mentioning that as the prediction horizon is increasing, 
FCRBMs and CRBMs seem to be more robust and their prediction error is typically 
half then that of the ANN. All methods presented showed comparable prediction 
time, in the order of few hundred milliseconds, and are therefore suitable for near 
real-time exploitation in applications such as home and building automation 
systems. From all the experiments, it can be observed that all methods perform 
better when predicting the aggregated active power consumption than predicting 
the demand of intermittent appliances(e.g.electric water-heater) recorded with the 
three sub-metering. Although versatile and successful, CRBMs and FCRBMs come 
with their own challenges, similar to other ANNs. At this stage, the feasibility of 
the various methods has been proven. Furthermore, fine-tuning, such as the choice 
of the optimal number of hidden units or the learn in grate, might improve the 
performance of these models.
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Abstract

The importance of pedigrees is translated by geneticists as a tool for diag-
nosing genetic diseases. Errors resulting during collection of data and missing
information of individuals are considered obstacles in deducing pedigrees, espe-
cially larger ones. Therefore, the reconstructed pedigree graph evaluation needs
to be undertaken for relevant diagnosis. This requires a comparison between
the derived and the original data. The present study discusses the isomorphism
of huge pedigrees with labeled and unlabeled leaves, where a pedigree has hun-
dreds of families, which are monogamous and generational. The algorithms
presented in this paper are based on a set of bipartite graphs covering the pedi-
gree and the problem addressed is parameter tractable. The Bipartite graphs
Covering the Pedigree (BCP) problem is said to possess a time complexity of
f(k).mod(X)O(1) where f is the computing function that grows exponentially.
The study presents an algorithm for the BCP problem that can be catego-
rized as a polynomial-time-tractable evaluation of the reconstructed pedigree.
The paper considers pedigree graphs that consist of both labeled and unlabeled
leaves that make use of parameterized and kernelization algorithms to solve the
problem. The kernelization algorithm executes in O(k3) for the BCP graphs.

Keywords: Pedigree Graphs, Isomorphism, Parameterized Algorithm,
Kernelization Algorithms, Bipartite graphs Covering Peigrees (BCP) Problem

1. Introduction

Recently, an enormous amount of populace genotype data produced from a
Single-Nucleotide Polymorphism (SNP) in genomes were collected. The amount
of such data are expected to rise rapidly in the near future. The populace
genotype data relationships are normally represented using a family tree or
pedigree. A pedigree depicts the relationship amongst the family members and
portrays a specific trait, abnormality, or a disease commonly shared by them
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through inheritance [1]. A pedigree is always of great interest and importance
to scientists. For example, pedigree analysis can be be used for initiating a
country-wise exchange of germplasm [2]. Further, it can also serve to devise
strategies accordingly. Approaches to reconstruct pedigree are multi-fold. One
such way is to construct using genetic data of survivors and backtracking to
identify the ancestral origins [3, 4, 5, 6]. Reconstruction methods incorporate
comparing the derived pedigree against the original, as both possess the same
set of individuals and genetic data but are mutually exclusive in their inferred
ancestors. The existing methods used to compare pedigrees are very low on
accuracy [7, 8, 9].

A team of researchers have developed a method for comparing the topology
of pedigrees with labeled individuals [10], where they studied the following two
main pedigree graph comparison aspects:

• Evaluation of the reconstructed pedigree in comparison with the original,
and

• Examination of the inferred and true ancestors for isomorphism or exhi-
bition of dissimilitude

The authors employed the edit distance algorithm. Both problems are said to
be computationally complex and NP-hard. The edit-distance problem is APX-
hard, meaning that there is a Polynomial Time Approximation Scheme (PTAS)
reduction from every problem in APX to the former and is highly specific in the
case of graph matching.

Chen, in his research presented models for a pedigree with labeled leaves [11].
Labeled leaves represent individuals that have available DNA on which genotyp-
ing or sequencing can be performed without relying on genealogical structure.
He also compared two pedigrees with labeled leaves only. Avoiding pedigrees
with leaves missing the data of the biological father, that are unlabeled leaves,
in turn, has considerably lowered the accuracy in the results [12]. Jiang, on the
other hand, presented his research work to evaluate pedigrees with unlabeled
leaves and proved it to be GI-hard and Fixed-Parameter Tractable (FPT) [13].
The large running time of this method is the major drawback hampering its
comparison to arbitrary 2-generation pedigrees. Similarly, Amar et al. studied
the isomorphism for large unlabeled sub-pedigree, but only up to 7-generation,
by using two traits and proved that the fixed parameters are tractable [14].
Recently, [15] developed the PedigreeNet viewer which was able to generate a
pedigree network of 4706 maize lines and 5487 relationships.

A lot of practical work recently carried out show the massive importance
of pedigrees. Among the most recent work done is Xie et al. [16], where the
studied a chinese pedigree for retinal vasculopathy and how cerebral leukoen-
cephalopathy can be deduced. Also, in [17] developed an R package that uses
pedigree and genomic data to analyze genetic connectedness. Pedigree analysis
also extends to plants, in [18], the authors studied 7 generation pedigrees on
peaches.

2
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through inheritance [1]. A pedigree is always of great interest and importance
to scientists. For example, pedigree analysis can be be used for initiating a
country-wise exchange of germplasm [2]. Further, it can also serve to devise
strategies accordingly. Approaches to reconstruct pedigree are multi-fold. One
such way is to construct using genetic data of survivors and backtracking to
identify the ancestral origins [3, 4, 5, 6]. Reconstruction methods incorporate
comparing the derived pedigree against the original, as both possess the same
set of individuals and genetic data but are mutually exclusive in their inferred
ancestors. The existing methods used to compare pedigrees are very low on
accuracy [7, 8, 9].

A team of researchers have developed a method for comparing the topology
of pedigrees with labeled individuals [10], where they studied the following two
main pedigree graph comparison aspects:

• Evaluation of the reconstructed pedigree in comparison with the original,
and

• Examination of the inferred and true ancestors for isomorphism or exhi-
bition of dissimilitude

The authors employed the edit distance algorithm. Both problems are said to
be computationally complex and NP-hard. The edit-distance problem is APX-
hard, meaning that there is a Polynomial Time Approximation Scheme (PTAS)
reduction from every problem in APX to the former and is highly specific in the
case of graph matching.

Chen, in his research presented models for a pedigree with labeled leaves [11].
Labeled leaves represent individuals that have available DNA on which genotyp-
ing or sequencing can be performed without relying on genealogical structure.
He also compared two pedigrees with labeled leaves only. Avoiding pedigrees
with leaves missing the data of the biological father, that are unlabeled leaves,
in turn, has considerably lowered the accuracy in the results [12]. Jiang, on the
other hand, presented his research work to evaluate pedigrees with unlabeled
leaves and proved it to be GI-hard and Fixed-Parameter Tractable (FPT) [13].
The large running time of this method is the major drawback hampering its
comparison to arbitrary 2-generation pedigrees. Similarly, Amar et al. studied
the isomorphism for large unlabeled sub-pedigree, but only up to 7-generation,
by using two traits and proved that the fixed parameters are tractable [14].
Recently, [15] developed the PedigreeNet viewer which was able to generate a
pedigree network of 4706 maize lines and 5487 relationships.

A lot of practical work recently carried out show the massive importance
of pedigrees. Among the most recent work done is Xie et al. [16], where the
studied a chinese pedigree for retinal vasculopathy and how cerebral leukoen-
cephalopathy can be deduced. Also, in [17] developed an R package that uses
pedigree and genomic data to analyze genetic connectedness. Pedigree analysis
also extends to plants, in [18], the authors studied 7 generation pedigrees on
peaches.

2

This research focuses on the algorithm for large pedigree isomorphism prob-
lem that requires the connected components in a given Family F to constitute
a graph. Vertices of the graph can be separated into two sets that are dissim-
ilar and independent, with edges connecting these two disjoint sets of vertices.
The disjoint sets of vertices and edges interconnecting them contain labeled and
unlabeled leaves, and are represented as an isomorphism problem, between the
reconstructed and the original pedigree. In this paper, an algorithm is proposed,
for the bipartite graphs constituting the pedigree for which leaves are labeled
and unlabeled. The algorithm is executed in polynomial time, given that the
bipartite graphs in the family are bound by a constant. Along with the above,
a kernelization problem whose time complexity increases linearly is presented
that returns an instance of size O(k3).

The following are the definitions based on which this research has been
conducted:

Definition 1 A pedigree G = (P, X, g, l) consists of a directed and
acyclic graph where P denotes set of vertices and edges represented as: P =
(I (P);E (P));
the gender function denoted as g and represented as: g : I (P) → {male, fe-
male}
X the set of labelled vertices and that which is denoted as X ⊆ I (P) and
l denoted for injective labelling as l : X → N
where N is the graph size and the set of vertices in P have an in-degree of either
0 or 2 and if (a, v1) and (b, v1) ∈ E
then g(a) �= g(b).

The set of vertices and directed edges represent the parent-child relationship
in this graph and the graph is acyclic in nature. A monogamous vertex ”v”
in graph P and pedigree G is defined to be that vertex which mates with the
opposite gender vertex exactly once and is formally defined as a v �= v

′
where

(v, x) and (v
′
, x) ∈ to E(P ) for some x in the set of vertices I (P) is exactly one.

If all the vertices in that graph mate with exactly one other vertex of opposite
gender then the pedigree is said to be monogamous.

A pedigree G = (P,X, g, l) is generational if there exists Q : I (P) → N
and Q(v) = 1, where v has an in-degree of 0, and there exists an edge (u, v) in
E (P), such that the in-degree of v is more than 0 and Q(v) = Q(u) + 1. Then
Q indicates the generation for v which is nothing but a numeral.

Definition 2 Two pedigree graphs G = (P,X, g, l), G0 = (P
′
, X

′
, g

′
, l

′
),

with labelled and unlabelled leaves are said to be isomorphic when the following
condition holds true. There exists a gender function g : I(P ) → (male, female),
for the labelled and unlabelled leaves, the gender is unknown and there exists
a bijection, i.e. one to one and onto mapping between the two sets. It is
represented as : ψ : V → V

′
, if for every v ∈ V the gender of v i.e. g(v)

matches the gender of v in the other set, i.e g′(v) and (x, v) ∈ E if, ψ(x) ψ(v)
∈ E

′
.

3
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This research focuses on the algorithm for large pedigree isomorphism prob-
lem that requires the connected components in a given Family F to constitute
a graph. Vertices of the graph can be separated into two sets that are dissim-
ilar and independent, with edges connecting these two disjoint sets of vertices.
The disjoint sets of vertices and edges interconnecting them contain labeled and
unlabeled leaves, and are represented as an isomorphism problem, between the
reconstructed and the original pedigree. In this paper, an algorithm is proposed,
for the bipartite graphs constituting the pedigree for which leaves are labeled
and unlabeled. The algorithm is executed in polynomial time, given that the
bipartite graphs in the family are bound by a constant. Along with the above,
a kernelization problem whose time complexity increases linearly is presented
that returns an instance of size O(k3).

The following are the definitions based on which this research has been
conducted:

Definition 1 A pedigree G = (P, X, g, l) consists of a directed and
acyclic graph where P denotes set of vertices and edges represented as: P =
(I (P);E (P));
the gender function denoted as g and represented as: g : I (P) → {male, fe-
male}
X the set of labelled vertices and that which is denoted as X ⊆ I (P) and
l denoted for injective labelling as l : X → N
where N is the graph size and the set of vertices in P have an in-degree of either
0 or 2 and if (a, v1) and (b, v1) ∈ E
then g(a) �= g(b).

The set of vertices and directed edges represent the parent-child relationship
in this graph and the graph is acyclic in nature. A monogamous vertex ”v”
in graph P and pedigree G is defined to be that vertex which mates with the
opposite gender vertex exactly once and is formally defined as a v �= v

′
where

(v, x) and (v
′
, x) ∈ to E(P ) for some x in the set of vertices I (P) is exactly one.

If all the vertices in that graph mate with exactly one other vertex of opposite
gender then the pedigree is said to be monogamous.

A pedigree G = (P,X, g, l) is generational if there exists Q : I (P) → N
and Q(v) = 1, where v has an in-degree of 0, and there exists an edge (u, v) in
E (P), such that the in-degree of v is more than 0 and Q(v) = Q(u) + 1. Then
Q indicates the generation for v which is nothing but a numeral.

Definition 2 Two pedigree graphs G = (P,X, g, l), G0 = (P
′
, X

′
, g

′
, l

′
),

with labelled and unlabelled leaves are said to be isomorphic when the following
condition holds true. There exists a gender function g : I(P ) → (male, female),
for the labelled and unlabelled leaves, the gender is unknown and there exists
a bijection, i.e. one to one and onto mapping between the two sets. It is
represented as : ψ : V → V

′
, if for every v ∈ V the gender of v i.e. g(v)

matches the gender of v in the other set, i.e g′(v) and (x, v) ∈ E if, ψ(x) ψ(v)
∈ E

′
.

3

Definition 3 Maximum : 3-Dimensional Matching : Given a labelled pedi-
gree graph P constituting of sets of disjoint paths of size n, termed A, B and
C, and a set of triples Y ⊆ A × B × C. M is defined as the subset of Y such
that every 2 triples in M are disjoint and cardinality of mod[M ] is maximized.
Given an instance of two pedigree P and P

′
. An arbitrary fixed order of el-

ements is taken into consideration i.e. Y = A ∪ B ∪ C and use the assigned
order. For each triplet t = (xi, yj, zk) a sub pedigree containing (xi, yj , zk) of
the pedigree P as follows:

• A female individual is created with (xi, yj , zk) for a leaf of P .

• Create parents wt
h,m

t for (x, y, z) and h is the generation of the pedigree
for 2 ≤ mod (A ∪B ∪ C)

• For each mt
1,m

t
2 and wt

2 are the parents who are created upto generation
h and for each wt

1 create parents ut
1 and vt1 upto generation h. P now

contains Y sub pedigrees and each has a unique leaf.

• Next P
′
is initialized as a copy of P and the stated condition is 1 ≤ h ≤

mod (A ∪B ∪ C).

• t1, t2, t3 sharing h items in mod (A ∪ B ∪ C) and ut
1..........u

t
n are merged

and vt1..........v
t
n are merged to form sub-pedigree with max isomorphism.

Problem Definition Suppose there exists a derived pedigree graph. Hence,
a framework to compare large real and induced pedigrees will be discussed. A
sample pedigree is shown in Figure 1. To compare the two pedigrees, the sub
pedigrees of this graph have to be taken into consideration. The sub pedigrees
are represented in Figure 2. Where, Figure 2(a) and 2(c) constitute labelled
leaves, whereas 2(b), 2(d) and 2(e) show unlabelled leaves. These sub pedigrees
exude generational and monogamous trait. Considering the pedigree graph
shown in Figure 1, it will be subsequently proved in 3 that that there exists
isomorphism upto the 3rd generation. If there exists an isomorphism between
the deduced and the original pedigree with both labeled and unlabeled leaves,
it will be validated. This can help geneticist to use it as an essential tool
to diagnose the genetic disease. Thus, the problem statement is as follows:
The reconstructed or obtained graph of a large pedigree can be validated by
evaluating the existence of isomorphic traits between its sub-pedigrees that are
bound by the linearly increasing time complexity of O(k3).

The problem described can be formally defined as follows.

INSTANCE
A family F0 = (VF0, EF0) consisting of k0 disjoint sub-families, and a real

pedigree graph P = (Vp, Ep), with the same number of individuals jVF0j =
jVP j, and a large sub-family Kp,d.

SOLUTION

4
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gree graph P constituting of sets of disjoint paths of size n, termed A, B and
C, and a set of triples Y ⊆ A × B × C. M is defined as the subset of Y such
that every 2 triples in M are disjoint and cardinality of mod[M ] is maximized.
Given an instance of two pedigree P and P

′
. An arbitrary fixed order of el-

ements is taken into consideration i.e. Y = A ∪ B ∪ C and use the assigned
order. For each triplet t = (xi, yj, zk) a sub pedigree containing (xi, yj , zk) of
the pedigree P as follows:

• A female individual is created with (xi, yj , zk) for a leaf of P .

• Create parents wt
h,m

t for (x, y, z) and h is the generation of the pedigree
for 2 ≤ mod (A ∪B ∪ C)

• For each mt
1,m

t
2 and wt

2 are the parents who are created upto generation
h and for each wt

1 create parents ut
1 and vt1 upto generation h. P now

contains Y sub pedigrees and each has a unique leaf.

• Next P
′
is initialized as a copy of P and the stated condition is 1 ≤ h ≤

mod (A ∪B ∪ C).

• t1, t2, t3 sharing h items in mod (A ∪ B ∪ C) and ut
1..........u

t
n are merged

and vt1..........v
t
n are merged to form sub-pedigree with max isomorphism.

Problem Definition Suppose there exists a derived pedigree graph. Hence,
a framework to compare large real and induced pedigrees will be discussed. A
sample pedigree is shown in Figure 1. To compare the two pedigrees, the sub
pedigrees of this graph have to be taken into consideration. The sub pedigrees
are represented in Figure 2. Where, Figure 2(a) and 2(c) constitute labelled
leaves, whereas 2(b), 2(d) and 2(e) show unlabelled leaves. These sub pedigrees
exude generational and monogamous trait. Considering the pedigree graph
shown in Figure 1, it will be subsequently proved in 3 that that there exists
isomorphism upto the 3rd generation. If there exists an isomorphism between
the deduced and the original pedigree with both labeled and unlabeled leaves,
it will be validated. This can help geneticist to use it as an essential tool
to diagnose the genetic disease. Thus, the problem statement is as follows:
The reconstructed or obtained graph of a large pedigree can be validated by
evaluating the existence of isomorphic traits between its sub-pedigrees that are
bound by the linearly increasing time complexity of O(k3).

The problem described can be formally defined as follows.

INSTANCE
A family F0 = (VF0, EF0) consisting of k0 disjoint sub-families, and a real

pedigree graph P = (Vp, Ep), with the same number of individuals jVF0j =
jVP j, and a large sub-family Kp,d.

SOLUTION

4

Figure 1: A large pedigree containing labeled and unlabled leaves.

Figure 2: (a) and (c) constitute of labelled leaves whereas (b), (d) and (e) have unlabelled
leaves.

F0 is a sub-pedigree of G up to three-generations. This study discusses the
isomorphism of huge pedigrees with labelled and unlabeled leaves, where the
pedigree has hundreds of families, that are monogamous and generational.

The main contributions of the paper are as summarized in the points below:

• The problem of comparing large pedigree graph is defined.

• Algorithms for solving the problem are designed.

• Faster kernelization algorithms for solving the problem are designed.

• Theorems and lemmas for proving and analyzing the proposed algorithms
are given.

• The importance of pedigrees to geneticists is highlighted.

This paper is organized in a way that succeeding sections present the problem
and the results followed by implications and limitations of the study. Section 2
summarizes the methods used in this paper. The algorithms are presented in
Section 3 along with their analysis. Finally, Section 4 concludes and sets future
directions.

5
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Figure 1: A large pedigree containing labeled and unlabled leaves.

Figure 2: (a) and (c) constitute of labelled leaves whereas (b), (d) and (e) have unlabelled
leaves.

F0 is a sub-pedigree of G up to three-generations. This study discusses the
isomorphism of huge pedigrees with labelled and unlabeled leaves, where the
pedigree has hundreds of families, that are monogamous and generational.

The main contributions of the paper are as summarized in the points below:

• The problem of comparing large pedigree graph is defined.

• Algorithms for solving the problem are designed.

• Faster kernelization algorithms for solving the problem are designed.

• Theorems and lemmas for proving and analyzing the proposed algorithms
are given.

• The importance of pedigrees to geneticists is highlighted.

This paper is organized in a way that succeeding sections present the problem
and the results followed by implications and limitations of the study. Section 2
summarizes the methods used in this paper. The algorithms are presented in
Section 3 along with their analysis. Finally, Section 4 concludes and sets future
directions.

5

2. Methods

Kernelization algorithms aim at data reduction, by reducing the input to a
function of the parameter. Hence, they will be used to remove the sub-families
from the reconstructed pedigree till end and the similarity between the sub-
pedigrees of the original and the reconstructed pedigree will be established.
The algorithms execute in polynomial time across large pedigree graphs and
the total number of individuals in sub-pedigrees would be bounded by O(k3).

The researchers have considered a set of BCP graphs. The parameterized
algorithms are used to solve the BCP problem and the kernelization algorithm
is applied repeatedly, whenever there is a sub-family that has to be removed.
At the end of the process, no sub-families can be removed. At this stage the
instances of each pedigree are evaluated to identify the isomorphism. This
methodology can help in diagnosing the genetic diseases across the generations
in large pedigrees containing both labeled and unlabeled leaves. Using bipartite
graphs for which the CUPB algorithm runs in polynomial time; instead of the
Fixed Parameter Tractable algorithm, significantly reduces the time required to
compare pedigrees till the second generation. However, this is not possible owing
to large amounts of missing datasets leading to difficulty in reconstruction. Also,
due to the low-level accuracy while reconstructing the pedigree and detecting
the isomorphic trait.

Section 3 presents the algorithm, a set of Bipartite graphs Covering the Pedi-
gree (BCP), and it is shown to be fixed-parameter tractable that can be solved
in |n|0(1). Moreover, parameterized algorithms and kernelization algorithms for
the problem defined are also presented.

3. Results

This section presents the algorithms developed to solve the defined problem,
along with the analysis of each algorithm.

3.1. A Set of Bipartite Graphs Covering the Pedigree Graphs (BCP)

Before formulating the problem solution, it is required to introduce some
definitions before using the concept. Let (F0, P ) be an illustration of a BCP
problem, where the total number of individuals in the family F0 is equal to
the number of individuals in pedigree P . It is required to prove that the total
number of subfamilies in F0 forms a sub-pedigree of P . As per the research
conducted in [14], F0 becomes a sub pedigree of P if and only if removal of K
- 1 edges from pedigree P transforms it into F0. The approach taken in this
paper is the creation of sub families, succeeded by pairing of sub families using
PairBipartite, which ensures that if the family F ∗ comprises of a sub-family
that is constituted of a connected component, then it is possible to identify
a sub-family in F0 and conclude its image in F ∗. The proof to the above is
illustrated below:

Input Two families F0 and F ∗ have the same number of individuals, where F0
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2. Methods

Kernelization algorithms aim at data reduction, by reducing the input to a
function of the parameter. Hence, they will be used to remove the sub-families
from the reconstructed pedigree till end and the similarity between the sub-
pedigrees of the original and the reconstructed pedigree will be established.
The algorithms execute in polynomial time across large pedigree graphs and
the total number of individuals in sub-pedigrees would be bounded by O(k3).

The researchers have considered a set of BCP graphs. The parameterized
algorithms are used to solve the BCP problem and the kernelization algorithm
is applied repeatedly, whenever there is a sub-family that has to be removed.
At the end of the process, no sub-families can be removed. At this stage the
instances of each pedigree are evaluated to identify the isomorphism. This
methodology can help in diagnosing the genetic diseases across the generations
in large pedigrees containing both labeled and unlabeled leaves. Using bipartite
graphs for which the CUPB algorithm runs in polynomial time; instead of the
Fixed Parameter Tractable algorithm, significantly reduces the time required to
compare pedigrees till the second generation. However, this is not possible owing
to large amounts of missing datasets leading to difficulty in reconstruction. Also,
due to the low-level accuracy while reconstructing the pedigree and detecting
the isomorphic trait.

Section 3 presents the algorithm, a set of Bipartite graphs Covering the Pedi-
gree (BCP), and it is shown to be fixed-parameter tractable that can be solved
in |n|0(1). Moreover, parameterized algorithms and kernelization algorithms for
the problem defined are also presented.

3. Results

This section presents the algorithms developed to solve the defined problem,
along with the analysis of each algorithm.

3.1. A Set of Bipartite Graphs Covering the Pedigree Graphs (BCP)

Before formulating the problem solution, it is required to introduce some
definitions before using the concept. Let (F0, P ) be an illustration of a BCP
problem, where the total number of individuals in the family F0 is equal to
the number of individuals in pedigree P . It is required to prove that the total
number of subfamilies in F0 forms a sub-pedigree of P . As per the research
conducted in [14], F0 becomes a sub pedigree of P if and only if removal of K
- 1 edges from pedigree P transforms it into F0. The approach taken in this
paper is the creation of sub families, succeeded by pairing of sub families using
PairBipartite, which ensures that if the family F ∗ comprises of a sub-family
that is constituted of a connected component, then it is possible to identify
a sub-family in F0 and conclude its image in F ∗. The proof to the above is
illustrated below:

Input Two families F0 and F ∗ have the same number of individuals, where F0

6

is a collection of disjoint sub families.

Parameter K, where K = K0 - F ∗ and K0 and K∗ are the number of connected
components in F0 and F ∗. The number of edges in F ∗ that are not in F0 would
be equal to the number of edges which when removed would transform F ∗ to
F0 family.

Lemma 1 Let Fi be a family with K tuple leaves (l1, l2, ........lk) in the same
family. Let the labelled leaves be denoted from 1 ≤ i ≤ s and the unlabelled
leaves be s + 1 ≤ i ≤K. If u and v are two individuals and u �= v, and u and v
are connected by edges (lu1, ........lus), (lvs+1, ........lvk), and are not equal, then
u and v are parents of the children (lui)i=1 to s and (lvi)i=s+1 to k.

The sub family algorithm then takes into account the leaves and their corre-
sponding information of parents and labels and separates them into sub families
km,n.

3.1.1. Sub-Family Algorithm (F, km,n)

Input: Instance of sub-pedigree F , where g is the gender function and g =
{male, female} or g = null. X belongs to the set of vertices (I(P )), which are
leaves, wi are the labelled leaves, 1 ≤ i ≤K, and t is the set of unlabelled leaves.
A set of sub-families km,n is created as follows :

1. Let u be an individual in a sub-pedigree F

2. For all the individuals in this sub-pedigree F

3. If u has out degree = {wi} and in-degree = ∅ then

{
If wi ∈ X //(marks the presence of labelled leaves) then

Store m ← u and n ← lwi;

Elseif wi−t ∈ X and wt ∈ X // (marks the presence of unlabelled
and labelled leaves) then

Store m ← u and n ← lwi and nt null

Else Store m ← u and n ← g(null); // marks the presence of
unlabelled leaves only
}

4. Else Delete m+ n from F // here u is a leaf and its parent is v

5. If F �= � then return to step 2;

6. Else Stop

7



Journal of Advances in Computing and Engineering (ACE)                               Volume 2, Issue 1, June 2022 - ISSN 2735-5985 

         49

http://apc.aast.edu

http://dx.doi.org/10.21622/ace.2022.02.1.043

is a collection of disjoint sub families.

Parameter K, where K = K0 - F ∗ and K0 and K∗ are the number of connected
components in F0 and F ∗. The number of edges in F ∗ that are not in F0 would
be equal to the number of edges which when removed would transform F ∗ to
F0 family.

Lemma 1 Let Fi be a family with K tuple leaves (l1, l2, ........lk) in the same
family. Let the labelled leaves be denoted from 1 ≤ i ≤ s and the unlabelled
leaves be s + 1 ≤ i ≤K. If u and v are two individuals and u �= v, and u and v
are connected by edges (lu1, ........lus), (lvs+1, ........lvk), and are not equal, then
u and v are parents of the children (lui)i=1 to s and (lvi)i=s+1 to k.

The sub family algorithm then takes into account the leaves and their corre-
sponding information of parents and labels and separates them into sub families
km,n.

3.1.1. Sub-Family Algorithm (F, km,n)

Input: Instance of sub-pedigree F , where g is the gender function and g =
{male, female} or g = null. X belongs to the set of vertices (I(P )), which are
leaves, wi are the labelled leaves, 1 ≤ i ≤K, and t is the set of unlabelled leaves.
A set of sub-families km,n is created as follows :

1. Let u be an individual in a sub-pedigree F

2. For all the individuals in this sub-pedigree F

3. If u has out degree = {wi} and in-degree = ∅ then

{
If wi ∈ X //(marks the presence of labelled leaves) then

Store m ← u and n ← lwi;

Elseif wi−t ∈ X and wt ∈ X // (marks the presence of unlabelled
and labelled leaves) then

Store m ← u and n ← lwi and nt null

Else Store m ← u and n ← g(null); // marks the presence of
unlabelled leaves only
}

4. Else Delete m+ n from F // here u is a leaf and its parent is v

5. If F �= � then return to step 2;

6. Else Stop

7

3.1.2. Pairing Sub-Families in F 0 and F ∗

F ∗ has a connected set of sub families as a bipartite graph. If F0 is a sub-
pedigree of F ∗, then a sub family of F0 can be directly mapped to a sub family
of F ∗. This is done by Pair Bipartite algorithm. An example is shown in Figure
3.

Select the largest sub-family Kp,d that belongs to F ∗ and map with a sub
family from F0. In case of labelled leaves, leaves with similar labels are retained
while those that are unlabelled have edges removed to transform the sub family
of F0 into a sub family of F ∗. Kp,d is transformed into Kv,w as shown in the
example Figure 4.

Figure 3: In the case of a labeled leaves: Determine the similar leaves between two sub-
families from F0 and F ∗ and remove the leaves with different labels.

PairBipartite(F0,F
∗,Kp,d)

Input : F0, F
∗ are sub families and Kp,d is the sub family

// t = the number of labelled leaves in the sub-family in F ∗

// b = the set of sub families in F0

b = Sub Family Algorithm(F0, Kv,w)
Suppose b is the set of sub families in F0 and the sub families are smaller than

Kp,d;
If b = null then F0 is not a sub pedigree of F ∗

Else the largest sub family Kv,w in F0 is selected
{ If there exists labelled leaves in the sub family then
Remove d−w leaves (i.e. leaves that are in d and not in w) and have different

labels such that
Kp,w becomes a sub family of F ∗

Else if there exists labelled and unlabeled leaves in a sub family present in set
b then

8
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Figure 4: Mapping two sub-families with unlabeled leaves by using the MCIP algorithm in
Amar et al. [14]

Remove d−w leaves in Kp,d those whose names are null or have different names
Else if unlabelled leaves are present in the sub family then
Remove d− w edges;
Convert Kv,w in F0 and Kp,d in F ∗ that forms the sub families of F ′

0 and F ∗

Initialize empty set E(f1), I(f1)
Suppose v is marked as the male vertex where v ≥ 2;
Suppose w is marked as the female vertex where w ≥ 0;
F1 the new sub-family is designated as (I(f1), E(f1))
Generation 1: I(f1) ← v ∪ w
Generation 2: replace each edge between v and w by a new leaf vertex which
is marked as female
E(F1) ← E(f1) ∪ {(v, vw), (w, vw)}

Repeat the steps to convert the sub treeKp,w in F ∗ into f2 denoted by (I(f2), E(f2)),
Match f1 and f2 using the MCIP algorithm as discussed by Jiang [13] to ex-
hibit isomorphism across pedigrees and levels. Justifying that evaluation of the
reconstructed pedigree exuding the isomorphic behaviour to the original can be
used by geneticists accordingly.

The validity of the Algorithm Bipartite is embedded in Lemma 2, which
presents an assumption and substantiates it with a proof:

Lemma 2 (F0,F
∗,Kp,d) outputs two sub-families F0′ and F ∗′

which are sub
pedigrees of F0 and F ∗, respectively. Then F0 is a sub pedigree of F ∗ if and only
if F0′ is a sub pedigree of F ∗′

.

Proof. Initially the sub family algorithm (F0, Km,n) is executed to determine
all the sub families in F0 and store the information of the sub families.

”If b = null, then F0 is not a sub pedigree of F ∗” can be proved through
contradiction. Consider that σ denotes isomorphic mapping from F0 to a sub

9

pedigree of F ∗. Then σ would chart a vertex or an individual in F0 to the
parent of sub family Kv,w in F ∗. The possible cases that v can be either parent
or leaf of the sub family Kp,d proves that F0 has a sub family not larger than
Kp,d. This contradicts the proposition that b is null. Let there be two sub

families that are denoted as outputs F0′ and F ∗′
. Execution of the Step 4 of the

Pair Bipartite Algorithm removes some edges from F ∗ and then removes two
identical families, one from F0 and F ∗. So F0′ and F ∗′

can be written as F0′ =
F0/Kv.,w and F ∗′

= F ∗/Kv,w and in the case of F ∗′
all the edges incident to

d in Kp,d but not to w in Kv,w are removed. This proves that F0′ and F ∗′
are

sub pedigree of F0 and F ∗. Since the F0′ and F ∗′
are the sub pedigrees of F0

and F ∗, if an identical sub family is removed then if F0 is not a sub pedigree of
F ∗, then F0′ cannot be a sub pedigree of F ∗′

.
Now, if F0 is a sub-pedigree of F ∗ and σ is an isomorphic mapping from F0

to a sub-pedigree of F ∗, the mapping σ must map a sub-family in F0 to the
sub-family in F ∗. Select the largest sub family Kv,w from the sub pedigree F0

and perform the following operations :

• In case of the labelled leaves, the number of edges that have to be removed
is d−w edges, where edges starting from d and connecting w leaves should
be of the same gender, otherwise they have to be removed.

• In case of unlabeled leaves, remove d− w edges

• In case of labelled and unlabelled leaves in the sub family, save the edges
with common gender and remove the edges which traverse to unlabelled
leaves.

If the two sub families are similar, then it is validated that a sub family in F0

can be mapped onto sub family of F ∗. To validate isomorphism, it is required
to prove that Kv,w1 and Kp,w1 are isomorphic if two levels of sub families are
isomorphic. The sub family Kv,w converts into a new form by assigning males
to all individuals v and females to individuals w. The new sub family is formed
by creating new individuals vw1, vw2 that are marked as female and the set of
edges denoted as
E(f1) ← E(f1) ∪ {(v, vw), (w, vw)} in kv,w1 and the set of edges in new sub
family sub(f2) takes the form
E(f2) ← E(f2) ∪ {(v, vw), (w, vw) in Kp,w1.

Mapping is applied by using (MCIP) algorithm between f1 and f2 to prove
the isomorphism as described by Jiang [13]. For all other sub families in F0

mappings are similar to that of σ.
Let the mapping be σ and let it map the sub families in F0 to their matching

families in F ∗. The mapping σ and σ are the same on all other individuals in F0.
The mapping induced by σ on individuals of F0′ = F0/Kp,w is an isomorphic

mapping from F0′ to a F ∗′
= F ∗/Kp,w. Hence, F0′ is a sub pedigree of F ∗′

which proves the lemma.
Algorithm PairBipartite and Lemma 2 have helped prove that if there exists

a connected component in F ∗ which is a sub family then a sub family also exists

10
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pedigree of F ∗. Then σ would chart a vertex or an individual in F0 to the
parent of sub family Kv,w in F ∗. The possible cases that v can be either parent
or leaf of the sub family Kp,d proves that F0 has a sub family not larger than
Kp,d. This contradicts the proposition that b is null. Let there be two sub

families that are denoted as outputs F0′ and F ∗′
. Execution of the Step 4 of the

Pair Bipartite Algorithm removes some edges from F ∗ and then removes two
identical families, one from F0 and F ∗. So F0′ and F ∗′

can be written as F0′ =
F0/Kv.,w and F ∗′

= F ∗/Kv,w and in the case of F ∗′
all the edges incident to

d in Kp,d but not to w in Kv,w are removed. This proves that F0′ and F ∗′
are

sub pedigree of F0 and F ∗. Since the F0′ and F ∗′
are the sub pedigrees of F0

and F ∗, if an identical sub family is removed then if F0 is not a sub pedigree of
F ∗, then F0′ cannot be a sub pedigree of F ∗′

.
Now, if F0 is a sub-pedigree of F ∗ and σ is an isomorphic mapping from F0

to a sub-pedigree of F ∗, the mapping σ must map a sub-family in F0 to the
sub-family in F ∗. Select the largest sub family Kv,w from the sub pedigree F0

and perform the following operations :

• In case of the labelled leaves, the number of edges that have to be removed
is d−w edges, where edges starting from d and connecting w leaves should
be of the same gender, otherwise they have to be removed.

• In case of unlabeled leaves, remove d− w edges

• In case of labelled and unlabelled leaves in the sub family, save the edges
with common gender and remove the edges which traverse to unlabelled
leaves.

If the two sub families are similar, then it is validated that a sub family in F0

can be mapped onto sub family of F ∗. To validate isomorphism, it is required
to prove that Kv,w1 and Kp,w1 are isomorphic if two levels of sub families are
isomorphic. The sub family Kv,w converts into a new form by assigning males
to all individuals v and females to individuals w. The new sub family is formed
by creating new individuals vw1, vw2 that are marked as female and the set of
edges denoted as
E(f1) ← E(f1) ∪ {(v, vw), (w, vw)} in kv,w1 and the set of edges in new sub
family sub(f2) takes the form
E(f2) ← E(f2) ∪ {(v, vw), (w, vw) in Kp,w1.

Mapping is applied by using (MCIP) algorithm between f1 and f2 to prove
the isomorphism as described by Jiang [13]. For all other sub families in F0

mappings are similar to that of σ.
Let the mapping be σ and let it map the sub families in F0 to their matching

families in F ∗. The mapping σ and σ are the same on all other individuals in F0.
The mapping induced by σ on individuals of F0′ = F0/Kp,w is an isomorphic

mapping from F0′ to a F ∗′
= F ∗/Kp,w. Hence, F0′ is a sub pedigree of F ∗′

which proves the lemma.
Algorithm PairBipartite and Lemma 2 have helped prove that if there exists

a connected component in F ∗ which is a sub family then a sub family also exists

10

in F0 and directly determine its mirror image and all other sub family’s mirror
image in F ∗.

3.1.3. Parameterized Algorithms for the BCP Problem

The algorithm Pair BiPartite can be repeatedly applied as long there are
sub families in F0 for which images can be created in F ∗, while removing sub
families from F0 and F ∗′

till there exists no more sub families. If F ∗ is not
empty, then F ∗ constitutes of a path sp = [u0, u1, u2] of length equal to 2.
If the collection of sub families exist in F0 and if F0 is a sub pedigree of F ∗,
then there will exist at least one edge among the two edges of sp that will be
absent from the isomorphic image from F0 to F ∗. The edge can be removed
and F0 continues to be a sub pedigree of F ∗. Having removed the edge in F ∗, a
branch and search algorithm of time complexity 2k.nO(1) is used, where k is the
parameter of the instance (F0,F

∗), since the number of edges decreases by 1.
The value k here is equal to number of edges in F ∗ minus the number of edges
in F0.

To summarize and simplify the discussion, an isomorphism, σ, from F0 to a
sub-pedigree of F∗, will narrow down to the fact that an edge e in F ∗ is in σ
if the edge e is present in the image of σ. This can further be validated in the
consecutive sections.

Lemma 3 Suppose that (F0,F∗) is the instance of (BCP) containing labeled
and unlabeled leaves, and the edges be e1 = [a,b] and e2 = [b, c], be the two
different edges in F ∗ and they share the common vertex b. If F0 is a sub pedigree
of F ∗, then for every isomorphism, σ, from F0 onto F ∗, there exists at least
one edge e1 or e2 that is not isomorphic or does not have an image in F ∗.

Proof. Let F0 be a sub pedigree of F ∗ and two edges e1 and e2 be the edges
that are in isomorphic mapping from F0 to a sub pedigree of F ∗.

Algorithm Branch-path (F0,F
∗)

Input: (F0,F
∗) is an instance from path covered sub-pedigree

Let u be an individual node that has an out-degree
If u ≤ 1 in F ∗ then return;
Elseif u > 1;
For all distinct edges e1,e2 in u do
Return Branch-path (F0,F

∗/(Eu/e1,e2)) ;
If u does not exist then stop.

Lemma 4 Let (F0,F
∗) be an instance of BCP. Let there be a simple path sp =

[u0, u1, u2] in F ∗, where u0 is a leaf and u2 is an individual of degree 2. If F0, a
sub pedigree of F ∗, constitutes of labelled and unlabelled leaves, then there exists
an isomorphism σ from F0 onto F ∗ such that at least one of the edges in the
path sp is not mapped by σ

Proof. Assume that edges [u0, u1], [u1, u2] are in σ and exhibit isomorphism
from F0 to a sub pedigree of F ∗. This is with reference to the proof of lemma

11
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in F0 and directly determine its mirror image and all other sub family’s mirror
image in F ∗.

3.1.3. Parameterized Algorithms for the BCP Problem

The algorithm Pair BiPartite can be repeatedly applied as long there are
sub families in F0 for which images can be created in F ∗, while removing sub
families from F0 and F ∗′

till there exists no more sub families. If F ∗ is not
empty, then F ∗ constitutes of a path sp = [u0, u1, u2] of length equal to 2.
If the collection of sub families exist in F0 and if F0 is a sub pedigree of F ∗,
then there will exist at least one edge among the two edges of sp that will be
absent from the isomorphic image from F0 to F ∗. The edge can be removed
and F0 continues to be a sub pedigree of F ∗. Having removed the edge in F ∗, a
branch and search algorithm of time complexity 2k.nO(1) is used, where k is the
parameter of the instance (F0,F

∗), since the number of edges decreases by 1.
The value k here is equal to number of edges in F ∗ minus the number of edges
in F0.

To summarize and simplify the discussion, an isomorphism, σ, from F0 to a
sub-pedigree of F∗, will narrow down to the fact that an edge e in F ∗ is in σ
if the edge e is present in the image of σ. This can further be validated in the
consecutive sections.

Lemma 3 Suppose that (F0,F∗) is the instance of (BCP) containing labeled
and unlabeled leaves, and the edges be e1 = [a,b] and e2 = [b, c], be the two
different edges in F ∗ and they share the common vertex b. If F0 is a sub pedigree
of F ∗, then for every isomorphism, σ, from F0 onto F ∗, there exists at least
one edge e1 or e2 that is not isomorphic or does not have an image in F ∗.

Proof. Let F0 be a sub pedigree of F ∗ and two edges e1 and e2 be the edges
that are in isomorphic mapping from F0 to a sub pedigree of F ∗.

Algorithm Branch-path (F0,F
∗)

Input: (F0,F
∗) is an instance from path covered sub-pedigree

Let u be an individual node that has an out-degree
If u ≤ 1 in F ∗ then return;
Elseif u > 1;
For all distinct edges e1,e2 in u do
Return Branch-path (F0,F

∗/(Eu/e1,e2)) ;
If u does not exist then stop.

Lemma 4 Let (F0,F
∗) be an instance of BCP. Let there be a simple path sp =

[u0, u1, u2] in F ∗, where u0 is a leaf and u2 is an individual of degree 2. If F0, a
sub pedigree of F ∗, constitutes of labelled and unlabelled leaves, then there exists
an isomorphism σ from F0 onto F ∗ such that at least one of the edges in the
path sp is not mapped by σ

Proof. Assume that edges [u0, u1], [u1, u2] are in σ and exhibit isomorphism
from F0 to a sub pedigree of F ∗. This is with reference to the proof of lemma

11

3, which states that no edge of the form [u0, z], [z, u2] can be in σ, where z �=
u2. Since u2 has an in-degree 2 in F ∗, the path [u1, u2] is the image of the sub
family of the type Kp,d under σ in F0. u0 is the leaf in F ∗ and image of the
type K1,0 in F0. The isomorphic mapping σ can be modified, such that the sub
family of the type K2,2 in F0 be mapped onto [u1, u2] in F ∗ and the sub family
of the type K1,0 in F0 be mapped to the leaf u0 in F ∗. It then becomes easy to

validate that the final mapping σ
′
is a σ mapping from F0 to F ∗ with the edge

[u0, u1] not in σ
′
.

The incorporation of the above lemma has been done using the BCP-I and
BCP- II algorithms. The algorithms are described as follows:

In the BCP-I algorithm, an instance of the problem is considered in which F0

is a set of sub families and F ∗ is a family. The objective is to find out whether
F0 is a sub pedigree of F ∗.

If F ∗ is null, then F0 is a sub pedigree of F ∗, else if K < 0, then F0 is
not a sub pedigree of F ∗. If it contains a single sub family then PairBipartite
algorithm will be called to reduce the number of individuals in that sub family,
which has same number of individuals in F ∗ and F0. Then both families F0

and F ∗ are tested for similarities or isomorphism. The other criterion within
the PairBipartite can be that F ∗′

contains a simple path of length equal to 2
and F ∗′

can contain labelled and unlabelled leaves where each of the branches
will be processed.

Algorithm BCP-I(F0,F
∗,k)

Input : F0, F
∗ is an illustration of the BCP problem where F0 is a set of sub

families and F ∗ is a family.
Output : F0 is a sub pedigree of F ∗

1. If F0 = ∅ then Stop //(F ∗ constitutes the sub pedigree F0)

2. Else if K < 0 then Stop //(F ∗ does not constitute the sub pedi-
gree F0)

3. If F ∗ contains sub family Kp,d then

4. (F ′
0,F

∗′) = PairBipartite(F0,F
∗,Kp,d); //(k = the difference in

the number of edges between the two )

5. Return to BCP-1(F0′ , F
∗′
);

6. If F ∗ is not empty then a simple path sp = [u0, u1, u2] is chosen
which is of length 2 then

a. If u2 has an out-degree =2 in F ∗ then

Branch-Path(F0,
′ F ∗′

);

Return BCP-I(F0,F
∗\u1,u2,k − 1);

b. Else

Branch-Path (F ′
0,F

∗′);
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3, which states that no edge of the form [u0, z], [z, u2] can be in σ, where z �=
u2. Since u2 has an in-degree 2 in F ∗, the path [u1, u2] is the image of the sub
family of the type Kp,d under σ in F0. u0 is the leaf in F ∗ and image of the
type K1,0 in F0. The isomorphic mapping σ can be modified, such that the sub
family of the type K2,2 in F0 be mapped onto [u1, u2] in F ∗ and the sub family
of the type K1,0 in F0 be mapped to the leaf u0 in F ∗. It then becomes easy to

validate that the final mapping σ
′
is a σ mapping from F0 to F ∗ with the edge

[u0, u1] not in σ
′
.

The incorporation of the above lemma has been done using the BCP-I and
BCP- II algorithms. The algorithms are described as follows:

In the BCP-I algorithm, an instance of the problem is considered in which F0

is a set of sub families and F ∗ is a family. The objective is to find out whether
F0 is a sub pedigree of F ∗.

If F ∗ is null, then F0 is a sub pedigree of F ∗, else if K < 0, then F0 is
not a sub pedigree of F ∗. If it contains a single sub family then PairBipartite
algorithm will be called to reduce the number of individuals in that sub family,
which has same number of individuals in F ∗ and F0. Then both families F0

and F ∗ are tested for similarities or isomorphism. The other criterion within
the PairBipartite can be that F ∗′

contains a simple path of length equal to 2
and F ∗′

can contain labelled and unlabelled leaves where each of the branches
will be processed.

Algorithm BCP-I(F0,F
∗,k)

Input : F0, F
∗ is an illustration of the BCP problem where F0 is a set of sub

families and F ∗ is a family.
Output : F0 is a sub pedigree of F ∗

1. If F0 = ∅ then Stop //(F ∗ constitutes the sub pedigree F0)

2. Else if K < 0 then Stop //(F ∗ does not constitute the sub pedi-
gree F0)

3. If F ∗ contains sub family Kp,d then

4. (F ′
0,F

∗′) = PairBipartite(F0,F
∗,Kp,d); //(k = the difference in

the number of edges between the two )

5. Return to BCP-1(F0′ , F
∗′
);

6. If F ∗ is not empty then a simple path sp = [u0, u1, u2] is chosen
which is of length 2 then

a. If u2 has an out-degree =2 in F ∗ then

Branch-Path(F0,
′ F ∗′

);

Return BCP-I(F0,F
∗\u1,u2,k − 1);

b. Else

Branch-Path (F ′
0,F

∗′);
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Return BCP-I(F0,F
∗\(u0,u1),[(k − 1) or (u1,u2)];

Theorem 2 The algorithm BCP-I solves the problem BCP, by determining F0

is a sub-pedigree of F ∗. The parameter ’k’ is the difference between the number
of edges in the two sub-pedigrees F0 and F ∗ with labelled and unlabeled leaves.

Proof
Input: (F0, F

∗) as an instance of the BCP problem. Families F0 and F ∗ have
equal number of individuals. The algorithm terminates execution in case of no
individuals are in F ∗ (F ∗ = Ø, for k < 0. Hence, F0 is not a sub pedigree of
F ∗.

If F ∗ contains a sub family Kp,d within its family, then according to lemma

3 (F ′
0 F

∗′
) is returned by the algorithm Pair BiPartite(F ′

0 F
∗;Kp,d) and is solved

by recursively calling BCP-I (F0,F
∗,k).

Now, if F ∗′
contains a path sp = [u0, u1, u2] and u0 is the leaf, then if u2 in

F ∗′
is an individual of degree 2, by lemma 4, if F0 is a sub pedigree of F ∗, then

there exists an isomorphism from F0 to F ∗ where edge (u1,u2) is not in σ.
Therefore if F0 is a sub pedigree of F ∗ then F0 is also a sub pedigree of F ∗\

(u1,u2). If the degree of the individual, say u2, is larger than 2 then lemma 3 can
prove that with every isomorphism mapping σ from F0 onto F ∗ either (u0,u1)
or (u1,u2) is not in σ or no edges in the set of edges belonging to individual u2

is in σ. Thus, if F0 is a sub pedigree of F ∗ then the algorithm will return a YES
else will return a NO for the instance F0, F

∗.

Theorem 3 The algorithm BCP-I(F0, F ∗) solves the BCP problem in time
O(2.42Kn(k+logn)) where n is the size of an instance which contains labelled
and unlabelled leaves. The parameter k represents the difference between the
number of edges in the sub pedigree F0 and F ∗.

Proof
The sub families in F0 can be organized based on the size of the sub families

using appropriate data structures. The largest sub family Kv,w in F0 for a given
sub family Kp,d in F ∗ can be found in O(log n) time. If F ∗ is not empty then
from u0, which is the leaf node in F ∗, a path of the form [u0,u1,u2] can be
constructed in F ∗ of length equal to 2.

The Branch and Search Algorithm in BCP-I can be described as a bounded
search in which each internal node having more than one child maps to a branch
in the algorithm, and the leaf vertex matches to a decision formulated by the
algorithm. By removing sub families from F0 and F ∗, a path of length 2 is
constructed in F ∗. To find out the sub families by removing edges at each
step from F ∗, the algorithm takes K branching steps, and a time of O(n) to
identify the sub families. The algorithm takes time of O(nlogn) for removing
the matching sub families.

Assume that, u2 has a degree ≥ 2 so that, the subset edges Eu2 contain
at least 2 edges, then a computational path can be traced to each leaf. This is
achieved using the result of the recurrence relation in You et al. [19], this search

13
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Return BCP-I(F0,F
∗\(u0,u1),[(k − 1) or (u1,u2)];

Theorem 2 The algorithm BCP-I solves the problem BCP, by determining F0

is a sub-pedigree of F ∗. The parameter ’k’ is the difference between the number
of edges in the two sub-pedigrees F0 and F ∗ with labelled and unlabeled leaves.

Proof
Input: (F0, F

∗) as an instance of the BCP problem. Families F0 and F ∗ have
equal number of individuals. The algorithm terminates execution in case of no
individuals are in F ∗ (F ∗ = Ø, for k < 0. Hence, F0 is not a sub pedigree of
F ∗.

If F ∗ contains a sub family Kp,d within its family, then according to lemma

3 (F ′
0 F

∗′
) is returned by the algorithm Pair BiPartite(F ′

0 F
∗;Kp,d) and is solved

by recursively calling BCP-I (F0,F
∗,k).

Now, if F ∗′
contains a path sp = [u0, u1, u2] and u0 is the leaf, then if u2 in

F ∗′
is an individual of degree 2, by lemma 4, if F0 is a sub pedigree of F ∗, then

there exists an isomorphism from F0 to F ∗ where edge (u1,u2) is not in σ.
Therefore if F0 is a sub pedigree of F ∗ then F0 is also a sub pedigree of F ∗\

(u1,u2). If the degree of the individual, say u2, is larger than 2 then lemma 3 can
prove that with every isomorphism mapping σ from F0 onto F ∗ either (u0,u1)
or (u1,u2) is not in σ or no edges in the set of edges belonging to individual u2

is in σ. Thus, if F0 is a sub pedigree of F ∗ then the algorithm will return a YES
else will return a NO for the instance F0, F

∗.

Theorem 3 The algorithm BCP-I(F0, F ∗) solves the BCP problem in time
O(2.42Kn(k+logn)) where n is the size of an instance which contains labelled
and unlabelled leaves. The parameter k represents the difference between the
number of edges in the sub pedigree F0 and F ∗.

Proof
The sub families in F0 can be organized based on the size of the sub families

using appropriate data structures. The largest sub family Kv,w in F0 for a given
sub family Kp,d in F ∗ can be found in O(log n) time. If F ∗ is not empty then
from u0, which is the leaf node in F ∗, a path of the form [u0,u1,u2] can be
constructed in F ∗ of length equal to 2.

The Branch and Search Algorithm in BCP-I can be described as a bounded
search in which each internal node having more than one child maps to a branch
in the algorithm, and the leaf vertex matches to a decision formulated by the
algorithm. By removing sub families from F0 and F ∗, a path of length 2 is
constructed in F ∗. To find out the sub families by removing edges at each
step from F ∗, the algorithm takes K branching steps, and a time of O(n) to
identify the sub families. The algorithm takes time of O(nlogn) for removing
the matching sub families.

Assume that, u2 has a degree ≥ 2 so that, the subset edges Eu2 contain
at least 2 edges, then a computational path can be traced to each leaf. This is
achieved using the result of the recurrence relation in You et al. [19], this search

13

results in tracing the path to 2.42K leaves.
Finally, the run time of the algorithm BCP-I is O(2.42K n(k + log n)). This

is the time taken to identify sub families and remove them, in addition to the
time to search for the computational paths to the leaves when edges are more
than 2.

A second version of the algorithm which diminishes the time complexity as
per the results reported by [20] is presented as BCP-II. This algorithm executes
in O(bK.nO(1)) where b is less than 2.42, and n is superimposed by a higher
degree polynomial. The BCP-II algorithm is presented in below.

Algorithm BCP-II(F0, F
∗, k)

Input : F0, F
∗ is an illustration of the BCP problem where F0 is a set of sub

families and F ∗ is a family.
Output : F0 is a sub pedigree of F ∗

Parameter: K = K0 − K∗, the difference between the number of edges in F0

and the number of edges in F ∗

If F ∗ = null then Stop // F ∗ constitutes the sub pedigree F0

If k < 0 then Stop// F ∗ does not constitute the sub pedigree F0

Select an individual u1 with the largest out-degree from F ∗

If degree(u1) ≤ c then solve by using [20]
If u1 is a parent P and is in an isolated sub family Kp,d then

(F ′
0,F

∗′
) = PairBipartite (F0, F

∗, Ku,d)
Return BCP-II(F ′

0, F
∗, c, k)

Else select a simple path sp = [u0, u1, u2] of length 2 in F ∗ then
BranchPath(F ′

0,F
∗)

Return BCP (F0, F
∗\(u0,u1), c, k − 1)

OR BCP (F0, F
∗\(u1,u2), c, k − 1)

OR BCP (F0, F
∗\Eu1,c,k-1,Eu1);

Associated with the above algorithm is the theorem and the subsequent
proof that algorithm BCP-II can be executed in a time that is upper bounded
by O(bK.nO(1)) where c is a constant ≥ 1, n is the size of the sub pedigree
instance (F0,F

∗) constituting of labelled and unlabelled leaves, and k denotes
the difference of number of edges.

Theorem 4 The algorithm BCP-II (F0,F
∗,c,k) solves the problem BCP in

time O(bK nO(1)), when there exists a constant c ≥ 1, and n is the size of the
instance (F0,F

∗) with labelled and unlabeled leaves, and k denotes difference in
the number of edges between sub pedigrees F0,F

∗.

Proof
The algorithm BCP-I, undergoes changes with the inclusion of step 4, as

denoted in the preceding BCP-II algorithm, which requires validation and jus-
tification. In a study conducted by Baumbach et al. [20], they discussed (Star
Cover Tree) SCT problem which constitutes of a tree and a set of stars. These
stars can be connected through edges between them in such a way that the
resulting tree is isomorphic to T. Baumbach et al. [20] have proved that when
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results in tracing the path to 2.42K leaves.
Finally, the run time of the algorithm BCP-I is O(2.42K n(k + log n)). This

is the time taken to identify sub families and remove them, in addition to the
time to search for the computational paths to the leaves when edges are more
than 2.

A second version of the algorithm which diminishes the time complexity as
per the results reported by [20] is presented as BCP-II. This algorithm executes
in O(bK.nO(1)) where b is less than 2.42, and n is superimposed by a higher
degree polynomial. The BCP-II algorithm is presented in below.

Algorithm BCP-II(F0, F
∗, k)

Input : F0, F
∗ is an illustration of the BCP problem where F0 is a set of sub

families and F ∗ is a family.
Output : F0 is a sub pedigree of F ∗

Parameter: K = K0 − K∗, the difference between the number of edges in F0

and the number of edges in F ∗

If F ∗ = null then Stop // F ∗ constitutes the sub pedigree F0

If k < 0 then Stop// F ∗ does not constitute the sub pedigree F0

Select an individual u1 with the largest out-degree from F ∗

If degree(u1) ≤ c then solve by using [20]
If u1 is a parent P and is in an isolated sub family Kp,d then

(F ′
0,F

∗′
) = PairBipartite (F0, F

∗, Ku,d)
Return BCP-II(F ′

0, F
∗, c, k)

Else select a simple path sp = [u0, u1, u2] of length 2 in F ∗ then
BranchPath(F ′

0,F
∗)

Return BCP (F0, F
∗\(u0,u1), c, k − 1)

OR BCP (F0, F
∗\(u1,u2), c, k − 1)

OR BCP (F0, F
∗\Eu1,c,k-1,Eu1);

Associated with the above algorithm is the theorem and the subsequent
proof that algorithm BCP-II can be executed in a time that is upper bounded
by O(bK.nO(1)) where c is a constant ≥ 1, n is the size of the sub pedigree
instance (F0,F

∗) constituting of labelled and unlabelled leaves, and k denotes
the difference of number of edges.

Theorem 4 The algorithm BCP-II (F0,F
∗,c,k) solves the problem BCP in

time O(bK nO(1)), when there exists a constant c ≥ 1, and n is the size of the
instance (F0,F

∗) with labelled and unlabeled leaves, and k denotes difference in
the number of edges between sub pedigrees F0,F

∗.

Proof
The algorithm BCP-I, undergoes changes with the inclusion of step 4, as

denoted in the preceding BCP-II algorithm, which requires validation and jus-
tification. In a study conducted by Baumbach et al. [20], they discussed (Star
Cover Tree) SCT problem which constitutes of a tree and a set of stars. These
stars can be connected through edges between them in such a way that the
resulting tree is isomorphic to T. Baumbach et al. [20] have proved that when

14

the count of unique stars is bounded by a constant k, CTS can be solved in
polynomial time of order O(n2c+3). In this work, simple undirected graphs are
considered. The star constitutes of a set of vertices connected by edges that
define the size with at least one internal vertex.

The following is built on Theorem 2 in [14], and the fact that the bipartite
graph consists of two equal sized stars, such that one of the two stars is present
on the path. Any sub-pedigree with labelled and unlabeled leaves represents a
branch of the sub-pedigree which has a connected component of distinct sub-
families, so that the Tree Edit Distance with insertion and deletion of edges
can be used to solve the BCP problem, where c represents various sizes of sub-
families in F0.

Moreover, if the sub-families in F0 have size bounded by c, then F0 has
at most (c + 1) sub-families of various types inclusive of sub-families without
children having a size of 0. Therefore, the BCP problem can be solved in time
of O(n2c+5). When all the connected components of sub families of size (c + 2)
in F ∗ are linked, such that the sub-families form a new sub pedigree graph with
a definite number of sub-families, and have the same size in F0, are added on
to F ∗, then the algorithm executes in time of O(n2c+9), where the sub-families
in F0 have their size bounded by c.

If an individual has a degree ofr edge (u1) ≤ c, in order to let F0 be a sub-
pedigree of F ∗, no sub-family in F0 can have size exceeding c because u1 is the
individual with the maximum out degree in F ∗. Therefore, from the discussion
above this step is solved in time O(n2c+9) = nO(1), where the polynomial com-
ponent is the complexity of higher degree. If u1 is not an isolated sub-family in
F ∗, then there exists a simple path of length 2.

Applying lemma 4, the complexity for each computational path in the search
takes polynomial time, again the branching of the algorithm gives the recurrence
relation P(X) = 2P(X − 1) + P(X–c), where P(X) defines the number of leaves.

Using the standard method shown by Chen et al. [21], the above recurrence
relation is solved to obtain P(x) = xc−2xc−1−1, with root b > 2, and the total
number of leaves in the search is bK. Thus, the algorithm BCP-II is executed
in bknO(1).

Next the concept of Kernelization is introduced and it is proved that linear
time kernelization algorithm yields a kernel of size O(K3) for the BCP problem.
The theorem to prove the performance of the algorithm follows.

Theorem 5 The problem “A set of Bipartite graphs Covering the Pedigree
graphs (BCP)” is executed in time O((2 + EPSILON)knO(1)), where the con-
stant EPSILON ¿ 0.

Proof
The proof depends on theorems 3 and 4 for solving the algorithms BCP-I and

BCP-II, when EPSILON ¿ 0. Given an instance (F0, P) of the BCP problem, a
reduction rule is applied by the Kernelization algorithm which removes certain
leaves from F0 and P such that there exists a sub family in F0 whose size is
bounded by O(K2). It is said that a K vertex cover has a kernel of size O(K2).
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the count of unique stars is bounded by a constant k, CTS can be solved in
polynomial time of order O(n2c+3). In this work, simple undirected graphs are
considered. The star constitutes of a set of vertices connected by edges that
define the size with at least one internal vertex.

The following is built on Theorem 2 in [14], and the fact that the bipartite
graph consists of two equal sized stars, such that one of the two stars is present
on the path. Any sub-pedigree with labelled and unlabeled leaves represents a
branch of the sub-pedigree which has a connected component of distinct sub-
families, so that the Tree Edit Distance with insertion and deletion of edges
can be used to solve the BCP problem, where c represents various sizes of sub-
families in F0.

Moreover, if the sub-families in F0 have size bounded by c, then F0 has
at most (c + 1) sub-families of various types inclusive of sub-families without
children having a size of 0. Therefore, the BCP problem can be solved in time
of O(n2c+5). When all the connected components of sub families of size (c + 2)
in F ∗ are linked, such that the sub-families form a new sub pedigree graph with
a definite number of sub-families, and have the same size in F0, are added on
to F ∗, then the algorithm executes in time of O(n2c+9), where the sub-families
in F0 have their size bounded by c.

If an individual has a degree ofr edge (u1) ≤ c, in order to let F0 be a sub-
pedigree of F ∗, no sub-family in F0 can have size exceeding c because u1 is the
individual with the maximum out degree in F ∗. Therefore, from the discussion
above this step is solved in time O(n2c+9) = nO(1), where the polynomial com-
ponent is the complexity of higher degree. If u1 is not an isolated sub-family in
F ∗, then there exists a simple path of length 2.

Applying lemma 4, the complexity for each computational path in the search
takes polynomial time, again the branching of the algorithm gives the recurrence
relation P(X) = 2P(X − 1) + P(X–c), where P(X) defines the number of leaves.

Using the standard method shown by Chen et al. [21], the above recurrence
relation is solved to obtain P(x) = xc−2xc−1−1, with root b > 2, and the total
number of leaves in the search is bK. Thus, the algorithm BCP-II is executed
in bknO(1).

Next the concept of Kernelization is introduced and it is proved that linear
time kernelization algorithm yields a kernel of size O(K3) for the BCP problem.
The theorem to prove the performance of the algorithm follows.

Theorem 5 The problem “A set of Bipartite graphs Covering the Pedigree
graphs (BCP)” is executed in time O((2 + EPSILON)knO(1)), where the con-
stant EPSILON ¿ 0.

Proof
The proof depends on theorems 3 and 4 for solving the algorithms BCP-I and

BCP-II, when EPSILON ¿ 0. Given an instance (F0, P) of the BCP problem, a
reduction rule is applied by the Kernelization algorithm which removes certain
leaves from F0 and P such that there exists a sub family in F0 whose size is
bounded by O(K2). It is said that a K vertex cover has a kernel of size O(K2).
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K vertex cover algorithm tries to identify whether a set of vertices in a graph
covers all the edges of the graph or not. As a subsequence, the Kernelization
algorithm takes a space which is upper bounded by O(K3), that is the size of
an instance (F ′

0, P
′) of BCP, where the total number of individuals are bounded

by O(K3), that is the time taken to identify and remove the sub families and
to identify the branch path till the leaf node. Proof of the above algorithm is
done using the method of construction in lemma 5.

Lemma 5 Suppose that (F0, P) is an instance of BCP. Let z be any individual
with an out-degree larger than k + 1 in the sub-pedigree F ∗. Then there exists
an isomorphism from F0 to a sub-pedigree of P, where the individual z is the
image of the parent of a sub-family in F0. Moreover, at least degree(z)–k + 1
neighbours of z are leaves in F ∗.

Proof
Let σ be an isomorphism from F0 to a sub pedigree P, such that that there

exists a set Eσ in F ∗ that cannot be in the set Eσ, but if z is the image of a
leaf then it is bounded by 1 only. Also z has a degree ≥ K+1 in F ∗ which
contradicts the assumption that Eσ has only k edges. Hence, z has to be the
image of the internal parent of a sub family in F0.
Kernel BCP (F0,P,Km,n)
Input: F0,P is an instance of BCP
// b is the set of sub families in F0

Output: (F ′
0,P

′)
If the number of individuals in P = 0;
Then stop NO-instance of BCP;
b = Sub-family Algorithm(F0,Kp,w);
T = Sub-family Algorithm (F ∗,Ku,x);
If | b | �= | T | then stop;
F0 is not a sub-pedigree of P
Order the sub-families in F0 by ascending order that makes a gap;
For each two adjacent sub-families Kp,d and Kp,w that d−w > k + 1 do
Arbitrarily remove d−w+K+1) leaf individuals from each sub-family in b and
T;
If the degree of the smallest sub-family in F0 is greater than K+2 then
Return Kernel-BCP (F ′

0, P
′,Km,n)

Return (F0,P)
The kernelization algorithm for BCP is applied repeatedly, whenever there is
a sub-family in F0 that can be removed. At the end of the process, there are
subfamilies that cannot be removed and the researchers obtain equal instances
(F ′

0, P
′) of BCP.

Lemma 6 Suppose that the algorithm Kernel-BCP returns an instance (F ′
0,P

′)
which are sub pedigrees of F0 and P. F0 is a sub pedigree if and only if F ′

0 is a
sub pedigree of P′.

Proof
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K vertex cover algorithm tries to identify whether a set of vertices in a graph
covers all the edges of the graph or not. As a subsequence, the Kernelization
algorithm takes a space which is upper bounded by O(K3), that is the size of
an instance (F ′

0, P
′) of BCP, where the total number of individuals are bounded

by O(K3), that is the time taken to identify and remove the sub families and
to identify the branch path till the leaf node. Proof of the above algorithm is
done using the method of construction in lemma 5.

Lemma 5 Suppose that (F0, P) is an instance of BCP. Let z be any individual
with an out-degree larger than k + 1 in the sub-pedigree F ∗. Then there exists
an isomorphism from F0 to a sub-pedigree of P, where the individual z is the
image of the parent of a sub-family in F0. Moreover, at least degree(z)–k + 1
neighbours of z are leaves in F ∗.

Proof
Let σ be an isomorphism from F0 to a sub pedigree P, such that that there

exists a set Eσ in F ∗ that cannot be in the set Eσ, but if z is the image of a
leaf then it is bounded by 1 only. Also z has a degree ≥ K+1 in F ∗ which
contradicts the assumption that Eσ has only k edges. Hence, z has to be the
image of the internal parent of a sub family in F0.
Kernel BCP (F0,P,Km,n)
Input: F0,P is an instance of BCP
// b is the set of sub families in F0

Output: (F ′
0,P

′)
If the number of individuals in P = 0;
Then stop NO-instance of BCP;
b = Sub-family Algorithm(F0,Kp,w);
T = Sub-family Algorithm (F ∗,Ku,x);
If | b | �= | T | then stop;
F0 is not a sub-pedigree of P
Order the sub-families in F0 by ascending order that makes a gap;
For each two adjacent sub-families Kp,d and Kp,w that d−w > k + 1 do
Arbitrarily remove d−w+K+1) leaf individuals from each sub-family in b and
T;
If the degree of the smallest sub-family in F0 is greater than K+2 then
Return Kernel-BCP (F ′

0, P
′,Km,n)

Return (F0,P)
The kernelization algorithm for BCP is applied repeatedly, whenever there is
a sub-family in F0 that can be removed. At the end of the process, there are
subfamilies that cannot be removed and the researchers obtain equal instances
(F ′

0, P
′) of BCP.

Lemma 6 Suppose that the algorithm Kernel-BCP returns an instance (F ′
0,P

′)
which are sub pedigrees of F0 and P. F0 is a sub pedigree if and only if F ′

0 is a
sub pedigree of P′.

Proof
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The families F0 and P must have the same number of individuals. If P =
Øor the number of sub families in F0 �= P then there is no instance of the BCP
problem. Step 1 and Step 4 of the algorithm handle these cases appropriately.

Assume that sub families in F0 are ordered by the ascending order and there
are two adjacent sub families Kp,d and Kv,w (w < d) in F0 where d – w > k
+ 1, respectively. Images of the sub family in F0 are found in P directly and
some being larger than Kp, d are redundant and their images are removed. This
process is used to reduce the scale of F0 and P for an isomorphism from F0 to
P.

Theorem 6 The Kernel-BCP algorithm is a linear time algorithm that returns
an instance (F ′

0, P
′) for the BCP problem, and the number of individuals in a

new instance is bounded by O (K3), where k represents the count of sub-families
in F0.

Proof
Since the Kernel-BCP algorithm is repeatedly applied whenever there is

a sub-family in an ascending order in F0 that creates a gap when removed.
Therefore, all sub-families that can be removed from F0 are removed in a single
scanning in an ascending order in F0. Once a sub-family which creates a gap is
identified, a set of leaves in F0 and P can be removed in linear time. Then, size
of each sub-family in F0 is not larger than n (n = the size of the sub-families)
and k represents the number of sub-families. The sorting of the sub-families
can be done in O(kn) time, which can be reduced to O(n) by using Counting-
Sort. From the above discussion and lemma (6) and (5), an equivalent instance
(F ′

0,P
′), the total count of individuals in F ′

0 and P′ is bounded by O(K3).

4. Conclusions and Future Work

The study can extend towards the evaluation of reconstructed pedigree
graphs until the third generation limited to the families and sub-families and
also as a generalized algorithm until the seventh generation.

The non-availability of the requisite datasets acted as a limitation to the
practical verification of the study. Although, from the theoretical viewpoint the
algorithms showed promising results.

The evaluation of a large pedigree graph with labeled and unlabeled leaves,
and proving isomorphism with the real pedigree is a problem that has been ad-
dressed critically and the solution has been presented to the geneticist for use.
The paper introduces the problem of comparing labeled and unlabeled pedi-
gree graphs. It also presents the parameterized and kernelization algorithms.
The parameterized algorithms are supported by the standard branch-and-search
process. Kernelization algorithms have a complexity of O(k3) for BCP. For fur-
ther progress in research, the model presented can be generalized to allow the
evaluation of unlabeled sub-pedigree with a large number of individuals and sub-
families up to seven generations. Furthermore, experimental results are needed
to test the applicability of the proposed algorithms. The evaluation of a largely
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reconstructed pedigree with labeled and unlabeled leaves and establishing iso-
morphism with the original shall help in unearthing many genetic facts with
regards to the diseases.

The research compares the labeled and unlabeled pedigrees and sub pedi-
grees with the original and uses the parameterized and kernelization algorithms
to generate promising results as compared to theoretical study. Here, the ker-
nelization algorithm utilizes the concept of reducing the size of the input as a
function of the parameter, thereby removing the sub-pedigrees and sub-families
to prove the isomorphic attribute with the original. The future scope of work is
to incorporate the generalization of algorithms to accommodate multiple gen-
erations of a pedigree.
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regards to the diseases.

The research compares the labeled and unlabeled pedigrees and sub pedi-
grees with the original and uses the parameterized and kernelization algorithms
to generate promising results as compared to theoretical study. Here, the ker-
nelization algorithm utilizes the concept of reducing the size of the input as a
function of the parameter, thereby removing the sub-pedigrees and sub-families
to prove the isomorphic attribute with the original. The future scope of work is
to incorporate the generalization of algorithms to accommodate multiple gen-
erations of a pedigree.
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ABSTRACT

MEMS and NEMS use and application are growing and their market is expanding. 
With the development of 5G and IoT technologies, the number of MEMS components 
is always increasing.

In this paper gives an introduction of MEMS/NEMS definition, categories, and 
advantages. Fabrication techniques of MEMS/NEMS are also discussed. Finally, an 
elaborative analysis of the different applications of MEMS/NEMS is highlighted, 
followed by a discussion of the future of Micro/Nano electromechanical Systems.

Index Terms: MEMS; NEMS; Micro Electromechanical Systems; Nano Electromechanical 
Systems

1. INTRODUCTION

MEMS – Micro electromechanical Systems, aka MST - Microsystems Technologies 
in Europe, are manmade devices created by using compatible micro fabrication 
techniques that are capable of converting physical stimuli, events and parameters 
to electrical, mechanical and optical signals, as shown in Figure 1, performing 
actuation, sensing and other functions.

Fig. 1. MEMS sensors and actuators [1]

MEMS/NEMS are fabricated using micromachining technology, and are used for 
sensing, actuation or are passive micro-structures. They are usually integrated with 
electronic circuitry for control and/or information processing. 
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MEMS/NEMS range in size from a millionth of a meter (micrometer) to a thousandth 
of a meter (millimeter). Figure 2 shows the scale of things down to nanometer scale. 
They are manufactured onto semiconductor material (Si, silicon carbide, metals, 
plastics), integrating various sensing, computing and actuating elements into a 
single chip. Figure 3 shows a scanning electron microscope (SEM) photo of a part of 
a MEMS device under microscope. The size of the gear is 10 micrometers.

      
          Fig. 2. The scale of things;                                    Fig. 3. Part of a MEMS device under
     Natural and Manmade assembly. [2]                                          microscope. [3]

Figure 4 shows a timeline of key microsystem developments, showing the start of 
MEMS commercial products in 1977.

Fig. 4. Timeline of key microsystem developments [4]

2. ADVANTAGES OF MEMS/NEMS 

MEMS/NEMS advantages include, miniaturized size, high sensitivity, low noise, 
reduced cost, and batch processing.
MEMS can be categorized into four categories: Fluidic, RF, optical, and Bio-MEMS, as 
shown in Figure 5.
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Fig. 5.  MEMS categories [5]

MEMS sensors and actuators are based on capacitive, piezoelectric/piezoresistive, 
electrothermal, electrostatic, electromagnetic, and optical mechanisms, as shown 
in Figure 6.

Fig. 6.a. Sensing mechanisms of MEMS based sensors [5]

Fig. 6.b. Actuating mechanisms of MEMS based sensors [5]
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Table 1 shows the different energy domains handled in MEMS.

Table 1
Different energy domains handled in MEMS [5]

3. MEMS/NEMS FABRICATION

MEMS/NEMS fabrication can be divided into surface micromachining and bulk 
micromachining. A third process was developed specifically for MEMS and is called 
LIGA, as shown in Figure 7.

  Fig. 7. Bulk-, surface micromachining and LIGA. [6]

    Fig. 8. MEMS fabrication processes. [7]
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The three basic fabrication processes used in integrated circuit fabrication are also 
the basic processes in MEMS/NEMS fabrication, namely, Deposition, Patterning, and 
Etching, as shown in Figure 8.

DeposItIon is the addition of layers of materials, including oxidation, epitaxy, 
evaporation, sputtering, spin-on methods, chemical-vapor deposition (CVD/PECVD/
LPCVD), diffusion, and ion implantation. 

pAtteRnInG is done using Photolithography, electron-beam (e-Beam) lithography, 
and X-ray lithography. 

etchInG is removal of material by wet etching (Isotropic), and dry etching 
(anisotropic), including plasma etching and reactive ion etching (RIE), and deep 
reactive ion etching (DRIE).

4. APPLICATIONS OF MICRO/NANO ELECTROMECHANICAL 
SYSTEMS (MEMS / NEMS)

MEMS/NEMS have a lot of applications and are found almost everywhere around us, 
as shown in Figure 9, with a market share of $7.8B in 2008, growing at about 14% 
every year.

 
    

   Fig. 9. MEMS are everywhere. [7]                Fig. 10. Automotive applications of MEMS/          
                                                                           NEMS. [8], [9]

MEMS/NEMS applications include AutoMotIVe ApplIcAtIons, as shown in Figure 
10, like sensors, accelerometers (Figure 11) – air bag crash sensing – seat belt tension 
– automobile suspension control, vibration – engine management – security devices, 
angle of inclination, vehicle stability and roll.

Fig. 11. MEMS accelerometer. [6]          Fig. 12. MEMS inertial measurement unit (IMU). [10], [11]
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                 Fig. 13. MEMS gyroscope. [6]      Fig. 14. MEMS gyro used for navigation       
                                                                                        systems. [6]

BIoloGIcAl ApplIcAtIons, including microfluidics, Lab-on-a-Chip, micropumps, 
resonant microbalances, and Micro Total Analysis systems, 
wIReless coMMunIcAtIons, including micromechanical resonator for resonant 
circuits and filters, and RF switches, inertial measurement unit (IMU) shown in Figure 
12,
optIcAl coMMunIcAtIons, including optical switching,
tRAnspoRtAtIon, including gyroscopes (Figure 13),
AeRospAce, including gyroscopes (Figure 14), deformable mirrors first developed in 
the 1990’s (Figure 15), 

Fig. 15. MEMS deformable mirror. [12]        Fig. 16. MEMS Piezoresistive pressure sensor. [2]

heAlthcARe, including blood pressure sensor, human activity for pacemaker 
control, wearable health monitoring,
InDustRy ApplIcAtIons, including pressure sensors (Figure 16), manifold absolute 
pressure (MAP) sensor,
coMputInG, including inkjet print heads (Figure 17), magnetic read/write heads for 
hard disks, Digital Micromirror Device (DMD) used in projection systems (Figure 18).

Fig. 17. MEMS inkjet print head. [2]           Fig. 18. MEMS Digital Micromirror Device (DMD). [7]
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enVIRonMentAl ApplIcAtIons, including air quality monitoring, toxic gas detection, 
monitoring of seismic activity, RFID systems (Figure 19), and energy harvesting 
(Figure 20), using electromagnetic energy, acoustical energy and vibrational energy.

Fig. 19. MEMS RFID system. [6]

Fig. 20. MEMS energy harvesting system. [13,14]

5. FUTURE OF MICRO / NANO ELECTROMECHANICAL SYSTEMS 
(MEMS/NEMS)

Figure 21 shows the number of mechanical components versus the number of 
transistors for different MEMS applications, showing the location of the majority of 
existing MEMS systems. 
Figure 22 shows the development trends and perspectives of future MEMS/NEMS 
systems.

Fig. 21. Number of mechanical components 
    vs number of transistors for different
                MEMS applications. [6]

Fig. 22. Development trends of future 
MEMS/NEMS systems. [15]
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MEMS market is growing and expanding, as is evident from Figure 23, which shows 
the 2020 Top MEMS manufacturers, and Figure 24 which shows the MEMS market 
Forecast.

Fig. 23. 2020 Top MEMS manufacturers. [15]

Fig. 24. MEMS market Forecast. [15]
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